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Abstract—Knowledge discovery in text has emerged as a
challenge to the researchers due to the large number of textual
documents available from different sources. A critical step of
this process is the pre-processing phase. Several pre-processing
steps have been performed for automatic generation of cloze
questions from text. The task necessitates identifying the facts
that can be asked to the examinee. Moreover, we need the
sentences that contain a single questionable fact. Complex and
compound sentences often contain more than one facts; therefore,
pre-processing is necessary to handle such sentences. Also,
identification of the keywords, terms or topic words becomes
necessary to get an idea regarding the theme or content of
the text. In this paper, we discuss various pre-processing tasks
and proposed a sentence selection module for task of generating
questions from text automatically.

Index Terms—Automatic Question Generation, Multiple-
Choice Questions, NLP, Pre-processing, Text Analysis

I. INTRODUCTION

Question is a fundamental technique for evaluating a
learner’s knowledge or comprehension. Evaluation is nec-
essary for learning and the evaluation requires questioning.
Carefully generated questions can assist the learners to facil-
itate their comprehension and decomposition of a problem.
These can also encourage them to plan a solution before
implementation and to reveal the gaps or misconceptions in
knowledge [1]. Where as, the questions are been created man-
ually takes a lot of time and requires expertise on the subject.
Both are costly in many learning environments. Additionally,
in the modern era of education e-learning, online learning,
active learning, computer-aided learning, intelligence tutorial
system etc. gained huge popularity. These smart learning
platforms also demands smart assessment. Automatic question
generation (AQG) plays a big role here in making such
learning environments smarter. Therefore, AQG from text has
turned into an important component of advanced learning
technologies, help systems, instructional games, inquiry-based
environments etc. [2]. As a result, AQG from text has caught
the substantial attention of the research community in the last

two decades. Although the term AQG is generic and has been
defined as a system capable of accepting multiple input forms
including text and non-text [3]; the majority of the research in
this area primarily focus on question generation from a text.

Mutiple-Choice Question (MCQ) is a popular tool which
is widely used in multiple levels of educational assessment.
MCQ is supportive of the evaluation of well-defined knowl-
edge and ideas included within the respective text. MCQ type
has several advantages like, it can handle multiple levels of
learning outcomes including recall, application, analysis, quick
and accurate evaluation; reliable assessment; objective and
consistent scoring (unlike the scoring of essay questions); and
higher validity. With the assistance of the MCQs, the academic
development units may assist academics to enhance student
performance and learning outcomes about in every practical
sense [4]. MCQs are a widely used response format and a
popular method of assessing knowledge of various domains
and applications. MCQs implemented through computerized
applications are widely used globally in many standardized
objective tests and also in India. The tests like SAT (Scholastic
Assessment Test), GATE (The Graduate Aptitude Test in
Engineering), All India Institute of Medical Sciences (AIIMS),
CAT (Common Admission Test), Joint Entrance Examination
(JEE), most part of the TOEFL (Test of English as a Foreign
Language), GRE (The Graduate Record Examination) and
many other examinations use MCQs.

MCQ is the most popular sub-area of AQG where maximum
research effort have been given. Effort has been given for
the development of MCQ systems in various languages and
domains. In the literature we found that MCQ system is
developed for English, Basque, European Portuguese, Russian,
China languages. In numerous fields research has also been
conducted on automated MCQ generation, including, educa-
tional domain [5], [6], language learning [7]–[17], general
science [18], physics [19], medical and biology [20]–[26],
sports domain [27]–[30] etc.
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II. MOTIVATION FOR AUTOMATIC MULTIPLE-CHOICE
QUESTION GENERATION

In the past two decades, the research community devoted
substantial effort to find the techniques for automatic gen-
eration of MCQs from text. For automated MCQ creation
in diverse fields and applications, a significant variety of
solutions have been created. The development of an auto-
mated MCQ generator system is separated into many sections
from the literature. Every system has a little variation in
the number of stages and the general strategy, but most of
the systems have a general working flow. The job may be
widely separated into many subtasks such as pre-processing,
sentencing, key section, question building, distractor creation
and post-processing. However, system each system changes
the amount of subtasks and the overall approach. The literature
still lacking in various ways, despite a huge amount of study
towards automated MCQ production. We could not identify
a general procedure throughout our literature investigation,
which may enable new researchers to start with. We were
unable to identify an independent domain and application
system that uses text input and generates MCQs. The majority
of the systems we examined are domain-specific. Domain
issues are dependent on unique domain characteristics and
restricted in scope. While the question-generation activity by
its very nature needs domain-specific configuration, there is
still some universal sense.

In this article, as we focus on computer-assisted assessment
in school education domain in India, we first targeted to gen-
erate MCQs automatically from textbook contents. However,
we did not find any system that fulfills our purpose. So, we
planned to develop a system for automatic MCQ generation
from school textbook.

We have begun to investigate the literature where a lot
of systems and technology have been discovered. Because
there are several MCQ systems and various methodologies
have been developed, it is necessary to study these systems.
To develop a new strategy, knowledge of current ways is
needed. A basic article may offer a summary of the facts
and helps to create a workable vision. To this end, there has
been a methodically review of the existing literature on MCQ
creation.

In this article, we provide a general six-phase pipeline
for the production of automated MCQs. This includes (1)
Pre-processing, (2) Sentence selection, (3) Key selection, (4)
Question formation, (5) Distractor generation, and (6) Post-
processing. We wanted to combine the strategies examined by
the literature review for the construction of the MCQ system
from the school textbook. However, many of these policies
have not been applied to the field. Various tactics have also
been used to implement certain phases. A good methodology
for the creation of a new system is thus difficult to define. This
research gap has prompted us to develop a generic pipeline.
We have thus tried to create a general MCQ pipeline that
will function well on many topics. We offer a generic MCQ
generating pipeline from the school book in the first half of

the essay.

A. Question Taxonomy

The first step to generate questions from a text is to
determine the knowledge included. The kind of knowledge that
is integrated into or to be requested in text differs from one
level to another. Various taxonomy questions have also been
offered [31]–[35] in the literature. we have also discovered.
But the scope is the main parameter to create taxonomy if we
concentrate on the issue generating activity.

The authors categorised the assignment in two more broad
groups on the basis of its extent. These are questions of
the objective kind and questions of the subjective kind. The
target questions have a specified scope where the information
buried in a single phrase is addressed in the questions. On
the other hand, the queries of the subjective or narrative kind
have as their scope the whole text or a paragraph. Subjective
and objective characteristics have relatively good benefits and
in particular areas demonstrate dominance over others. For
example, questioning of target type is one of the most effective
techniques of an e-learner to get feedback.

Again, complicated descriptive issues offer greater edu-
cational advantages for reading understanding than simple
objective inquiries. [5], [36], [37]. The subjective and objective
kinds may be divided into many subclasses. The questions are
classified from a question generation point of view in Figure.1.
However, most of the present AQG systems concentrate on
producing inquiries, i.e. objective matters, from a single sen-
tence.

From Figure.1 we observe that, objective type questions are
classified into two types: Wh-questions and fill-in-the-blank
(FIB) questions [38]. In FIB questions two type of questions
are possible: Cloze and Open-cloze questions [38], [39]. Cloze
questions are the question sentences (sentence with one or
more blanks) with a set of alternatives. Question sentences
without alternatives are known as Open-cloze questions [39].
Questions generated for assessing the content knowledge of
the learner are called factual questions [38], [39].

Wh-calls are the matter that starts with Wh-word. A ques-
tion may have a number of alternatives or possibilities, one
of which is the right response. A Questiona and Answer
containing a series of options is referred to as the multi-
choice question (MCQ) [?], [7]. These MCQs are mostly
Wh-questions but include alternatives, and some writers also
include cloze questions [?], [7], [8], [38]–[40]. These are also
called Cloze questions. Therefore Wh-questions are divided
into four varieties depending on the intended complexity:
Shallow, Intermediate, Deep and Cloze. [35].

Variations in objective inquiries were represented by many
related terms in the literature. The new researchers in this field
frequently become confused with these variances. Now we are
debating these questions more thoroughly to clarify them.

The questions are the fact or know-how in [?], [8], [41]–
[43]. For the production of factual questions, non-fiction books
that provide factual information instead of views are necessary.
Recent questions are employed at some time after the student
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Fig. 1. Question Taxonomy based on Question Generation

read the texts [5] to evaluate the recall of certain information.
It is also used to evaluate the content in the text of a student’s
knowledge.

Shallow questions also known as simple questions are the
questions that focus more on facts, such as: yes/no, what?,
who?, when? and where?. Intermediate questions deals with
how?, how much?, how many?, what does? questions etc.
Deep questions also called as complex questions are defined
as the questions that involve more on logical thinking, such
as: why/how, What next?, What if?, why?, how did?, what do,
why didn’t? etc. Deep or high-level questions prompt to better
learning than shallow or low-level questions that attention on
recognition and recall [5]. Deep questions are the kind of open-
ended queries. It covers a large amount of content instead of
a single sentence. Therefore, requires recall and deep thinking
to answer such questions [44].

Open-cloze question contains a sentence with one or more
blanks in it and does not have alternatives. A cloze question
contains a sentence with one or more blanks and a set of
alternatives. The question sentence with one or more blanks
is known as stem [39]. The correct answer is also called as
key or target word. The wrong alternatives are referred as
distractors [9]. For example, consider the following cloze
question.

stem: The nearest planet to the sun is .
(a) Earth (distractor-1)
(b) Jupiter (distractor-2)
(c) Mercury (key)
(d) Venus (distractor-3)

The automated creation of MCQ is an important field
of study. Researchers have developed or focused on the
unresolved issues of MCQ systems in new and upcoming
applications. The automated MCQ generating literature is thus

fairly robust. Because several systems have been designed
for the development of MCQ and various methodologies. To
develop a new strategy, knowledge of current ways is needed.

B. Various approaches of MCQ Generation

We are now discussing the methods to the creation of
the automated MCQ systems. We have determined that the
primary motivation for the researchers was the approach
anticipated to follow to prepare MCQs manually from a
book. The user initially has to access the information in the
input text for manual production of MCQs. Since an MCQ
requires mainly an information sentence, it also indicates
the sentences containing any facts or information which is
doubtful. Identifying the word or sentence that works as the
key is the next challenge. He then asked from the statement,
where the answer is the key. The ultimate aim is for the
analysis of the input text or a wider context to choose certain
distractors.

A similar method might be used to construct an automated
MCQ creation system. The assignment consists of many steps.
Every system has a little variation in the number of stages
and the general strategy, but most of the systems have a
general working flow. The workflow of a system with six
steps may also be shown in Figure.2: (1) Pre-processing, (2)
Sentence selection, (3) Key selection, (4) Question creation,
(5) Generating distrators and (6) Post-processing. Below are
the approaches utilised in the literature for developing these
stages.

C. Pre-processing

Knowledge discovery in text has emerged as a challenge to
the researchers due to the large number of textual documents
available from different sources [45]. A critical step of this
process is the pre-processing phase. Several pre-processing
steps have been performed for automatic generation of cloze
questions from text. The task necessitates identifying the facts
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Fig. 2. The flowchart of the question generating system

that can be asked to the examinee. Moreover, we need the
sentences that contain a single questionable fact. Complex and
compound sentences often contain more than one facts; there-
fore, pre-processing is necessary to handle such sentences.
Also, identification of the keywords, terms or topic words
becomes necessary to get an idea regarding the theme or
content of the text. We discuss below various pre-processing
tasks used in the existing systems.

Text normalization normally refers to the input text con-
version in required formats and to the elimination from the
text of [46] of unneeded content. These processes are depen-
dent on the domain and applications in significant part. The
methodology to be used in this case thus relies on the need
for this specific activity. In [5], [47]–[49], many forms of text
normalisation and sentence normalisation were utilised.

Sentence simplification may also be taken into account as
part of the normalisation of text. It consists of transforming
complicated and composite phrases into simple phrases, usu-
ally by utilising the external system and [50]. The simplifi-
cation of sentence in many systems has been conducted; like,
[?], [?], [?], [?], [20], [49], [51]. Structural and tokenization
were also done in some circumstances. Tokenization is divid-
ing the text of the document into a stream of words, symbols
and numbers and so on. The chapters, sections, sub-sections,
paragraphs and other pertinent tags are identified as a [?] and
structural analysis. The structural analysis and filtering of [52]
methods may overlook the superfluous parts of the input text.
Such pre-processing is seen in various systems; like, [8]–[12],
[53]–[56].

Some static analysis [43] was done on a text for the
extraction or further processing in succeeding modules. In the
following modules. Selection of keywords typically requires a
certain statistical study, for example. Most are word level anal-
ysis such as word frequency, n-gram, term frequency*inverse
document frequency (Tf*Idf), co-occurrence statistics, etc.
These analyses are most frequent. Although they are not
specifically described in many studies as pre-processing steps,
they may be regarded as pre-processing. In different modules
of numerous systems, statistical analysis is used [5], [8], [10],
[12], [23]–[25], [30], [53], [54], [57]–[60].

Lexical analysis is the study of words. And it is the
process of taking an Input Character string and creating a
series of symbols called the [61] lexical tokens. Inflexions
may influence several task modules, especially in selecting
key and generating distractors. The stemming [62] process was
accomplished in many Systems [5], [48], [63], [64].

Syntactic analysis covers the function of words in the
creation of sentences. Because of the fact that the information
to be requested belongs to a certain word or sentence category
(the target category depending on the application and field)
and the distractors must also belong to the same category,
the sentence should be syntactically analysed. Many systems
have been utilised with various degrees of syntactic analysis
such as [65], [66], or shallow syntactic parsing or deep
parsing. For example, [8], [9], [11]–[13], [21], [24], [28],
[29], [49], [53], [55], [58], [67]. Names also play a vital role
in text. And in many domains, like, history, sports, health,
entertainment, names of something are commonly asked as
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Fig. 3. Pre-processing general framework module

question. Therefore, identification of named entities is required
in such scenario. Named entity recognition (NER) [68] is
performed in a number of existing systems including [20],
[23], [27], [28], [69]–[71]. Here also we would like to point out
that many of these writers have not explicitly called syntactic
analysis a pre-processing phase, but before the main modules
of the systems, these analyses may be carried out, and they
may be considered a pre-processing phase.

Semantic processing or contextual meaning of the words,
phrases, sentences or the complete text of the phrase [72].
Different semanticized workloads in NLP have been defined.
Many of these semantic processing are used by AQG because
the meaning or information in the input text are understood.
Coreference resolution is a crucial pre-processing step to map
the pronouns of their respective substantives, in particular, the
pronoun resolution. A pronoun cannot be used as a question
in a majority of applications, hence it is vital to identify
the related noun. Various authors have performed the task
Coreference resolution like; [5], [27], [69], [73], [74] and
many others. Words in natural language text are ambiguous, a
word might carry multiple meanings depending on the context.
Word sense disambiguation (WSD) [75] identify the exact
sense of a word given in a text according to the context. We
find the use of WSD in [5], [8], [12], [56], [58], [70], [76],
discourse analysis [24], semantic role labeling (SRL) [77] or
semantic parsing [23], [70], [73], [74], [78], [79] have been
used as pre-processing technique in the literature.

III. PROPOSED SYSTEM

Rao and Saha [80] outlined the steps to be followed for the
automatic generation of MCQs from a text. We have primarily
adopted those steps. However, for the implementation of the
individual steps, we have used our own approach. We discuss
below the techniques in the literature for the development of
the individual phases of MCQ generation.

The strategies we adopted for developing the system for
automatic MCQ generation are discussed here. The system
focuses on preparing questions from school level subjects. So
it takes a chapter of a textbook as input and prepares questions
from that. The proposed system contains four core modules,
namely, pre-processing, sentence selection, key selection and
distractor generation. The individual modules use a hybrid
approach. These are summarized below.

The pdf version of the textbook is given as input to the
system. The system first converts the pdf document into
readable text format and cleans the text. Students might face
difficulty in understanding or memorizing long sentences.
Compound, complex and compound-complex sentences often
contain multiple facts. However, one MCQ normally deals
with a single fact. The occurrence of multiple facts in a
sentence might make it over-informative and the question
itself might contain certain clues that help in guessing the
correct answer. Therefore, from the questioning point of view
also, simple sentences are better. So, the system converts the
compound, complex and compound-complex sentences into
simple sentences.

112



1) Pre-processor Module: The pre-processing module per-
forms text extraction, text normalization, lexical analysis,
linguistic, syntactic and semantic processing on the input text
and makes the text ready for the subsequent modules. The
module is generic and expected to work well on a variety of
inputs. In Figure 3 we present the pre-processing framework.

For performing sentence simplification, first we extract the
sentences having entities from annotated text using Stanford-
NERTagger1. Second, sentences like compound, complex and
compound-complex have been extracted using Stanford depen-
dency parser2. Then these sentences are converted into simple
sentences using their context-free grammar(CFG) structure
and POS tagging based rules. Here the extracted compound,
complex, compound-complex sentences, their corresponding
CFG structures, and the POS tagging rules are stored in three
different files named keywords contained sentences, CFG, and
sentence simplification rules.

The CFG approach is based on the computation of CFG
structure of an input sentence with CFG structure of a set of
simplified sentences. Therefore, for the task, we need a set
of sentences that act as a simplified set. In order to create
the simplified set, we collect a number of the existing pre-
processed named entity containing sentences from the corpus.
CFG structure matching approach primarily focuses on the
structure of the sentence CFG, rather fact embedded in the
sentence. This module matches the CFG structure between
the input sentence and the named entity or keyword contained
sentences. If both CFG structures match, then the input sen-
tence incorporates the structure of the particular named entity
rule-based simplified sentence. Otherwise, the input sentence
is computed as a simple sentence.

2) Evaluation of the Pre-processor Module: The score we
got after manually evaluating 122 system-generated informa-
tive sentences is shown in Table 1. We attain an average
accuracy of 94.46 percentile based on the scores.

IV. CONCLUSION AND FUTURE WORK

We have presented a pre-processing framework and Sen-
tence Selection module for automatic generation of MCQ
questions from school textbooks. The MCQ system contains
four key modules, namely, preprocessing, sentence selection,
key selection and distractor generation. Hybrid approaches

1https://nlp.stanford.edu/ner/
2https://nlp.stanford.edu/software/nndep.html

have been used for implementation of the individual mod-
ules. Manual evaluation results demonstrate that the proposed
system is capable of generating accurate MCQs. Individual
modules also show good accuracy. Additionally, the number
of MCQs generated by the system is quite high. A high recall
is necessary for the system to utilize it in a real application
scenario. Although the system contains some domain (or,
subject) specific features and resources, it can be ported to
other domains (or, subjects) with minor effort. directions to
extend the present work. Here Key selection and Distractor
generation phases are been considered as future work.
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