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Abstract 

Accurately detecting Parkinson's disease (PD) at an early stage is certainly indispensable for slowing 

down its progress and providing patients the possibility of accessing to disease- modifying therapy. 

Towards this end, the preemptor stage in PD should be carefully monitored. An innovative deep-learning 

technique is introduced to early uncover whether an individual is affected with PD or not based on pre 

motor features. Specifically, to uncover PD at an early stage, several indicators have been considered in 

this study, including Rapid Eye Movement and olfactory loss, Cerebrospinal fluid data, and dopaminergic 

imaging markers. A comparison between the proposed deep learning model and twelve machine learning 

and ensemble learning methods based on relatively small data including 183 healthy individuals and 401 

early PD patients shows the superior detection performance of the designed model, which achieves the 

highest accuracy, 96.45% on average. Besides detecting the PD, we also provide the feature importance 

on the PD detection process based on the Boosting method. 
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I INTRODUCTION 

Parkinson’s disease (PD) is becoming an 

important degenerative disease of the central 

nervous system, affecting the quality of lives of 

millions of seniors worldwide. Symptoms of PD 

can progress differently from one person to 

another because of the variety of the disease. 

Patients with Parkinson may show symptoms 

including tremors mainly at rest. Different types 

of tremors are possible: tremors in hands, limb 

rigidity, and gait and balance problems. 

Generally, two types of symptoms of PD can be 

distinguished: movement-related (i.e., motor) 

and unrelated to movement (non-motor). In fact, 

patients showing non-motor symptoms are more 

affected than whose main symptoms are motor.  

 

Non-motor symptoms may include depression, 

sleep behavior disorders, loss of sense of smell, 

and cognitive impairment. It has been reported 

by the Centers for Disease Control and 
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Prevention (CDC) that PD complications are 

ranked as the 14th leading causes of death in the 

United States. To date, the cause of PD rests 

principally unknown. Particularly, the economic 

burden due to direct and indirect cost of PD 

covering treatment, social security payments, 

and lost income is estimated to be approximately 

$52 billion per year in the United States alone. 

Actually, the number of people affected by PD 

has exceeded 10 million worldwide. It should be 

noted that the timely detection of the PD 

facilitates rapid treatment and alleviate 

symptoms significantly as reported in. 

Therefore, detection of PD at an earlier stage is 

certainly akey element to slowing down its 

progression and could give patients the 

possibility of accessing to disease-modifying 

therapy, when available. Till now, there is no 

way to diagnose Parkinson’s disease (PD). 

However, there are various symptoms and 

diagnostic tests used in combination. Several 

biomarkers have been investigated by scientists 

to early identify PD to slow down the disease 

process. Currently, all therapies used for PD 

improve symptoms without slowing or halting 

the disease progression. Various methods have 

proposed to help detection PD based on different 

kinds of measurements including speech data, 

gait patterns, force tracking data, smell 

identification data and spontaneous 

cardiovascular oscillations. 

II LITERATURE SURVEY 

Voice features of the patients are assumed to be 

90% helpful to identify the presence of 

Parkinson’s disease. Different researchers 

applied different features of the dataset to 

predict the disease. Many of the authors used the 

voices of the patients to analyze Parkinson’s. In 

general, the speech problems are two and are 

hypophonia and dysarthria. Hypophonia means a 

very weak and soft tone from a person. 

Dysarthria means a slow voice that is 

understandable at one time caused due to the 

central nervous system. Arvind Kumar Tiwari 

proposed a paper “Machine Learning-based 

Approaches for Prediction of Parkinson’s 

Disease”. The dataset used in this paper is voice 

recordings of the patients. And in this paper, the 

author chooses the most important features 

among all features to predict Parkinson’s disease 

by using minimum redundancy maximum 

relevance feature selection algorithms. The 

author applied different machine learning 

algorithms and compared them. Random Forest 

provides the highest accuracy of 90.3%. Carlo 

Ricciardi, et al, proposed a paper “Using gait 

analysis’ parameters to classify Parkinsonism: A 

data mining approach”. In this paper, the author 

compares performance analysis using two 

algorithms. The algorithms used are Random 

Forest and Gradient Boosted Trees. In this 

paper, the PD patients at different stages were 

taken into consideration and are identified as 

typical and atypical based on gait analysis using 

a data mining approach. 
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The comparative analysis gives the result as 

Random Forest obtained the highest accuracy 

of 86.4%. This model also helped clinicians to 

distinguish PD patients at an early stage. 

Dr.Anupam Bhatia and Raunak Sulekh proposed 

a paper “Predictive Model for Parkinson’s 

Disease through Naive Bayes Classification”. 

This paper summarizes that the Naïve Bayes 

classifier is used to analyse the performance of 

the dataset. The dataset used in this paper is 

recorded speech signals. The features in this 

dataset are voice measures and the aim is to 

predict the PD 0 for healthy and 1 for a person 

having the disease. In this paper, the author has 

used the Rapid miner tool to analyse the data. 

Naïve Bayes classifier produces 98.5% 

accuracy. This model helps doctors and patients 

to detect the disease and take preventive. 

Dragana Miljkovic, et al, proposed a paper 

“Machine Learning and Data Mining Methods 

for Managing Parkinson’s Disease”. In this 

paper, the author concluded that based on the 

medical  tests taken by the patients the Predictor 

part was able to predict the 15 different 

Parkinson’s symptoms separately. The machine 

learning and data mining techniques are applied 

on different symptoms separately and gives an 

accuracy range between 57.1% and 77.4% 

where tremor detection has the highest accuracy. 

M. Abdar and M. Zomorodi-Moghadam 

proposed a paper “Impact of Patients’ Gender on 

Parkinson’s disease using Classification 

Algorithms”. In this paper, the author chooses 

the UCI 

PD dataset for finding the accuracy of 

Parkinson’s using SVM and Bayesian Network 

algorithms. The author chooses the most ten 

important features in the dataset to predict PD. 

The output variable is Sex and other factors are 

input, the author provides an approach for 

finding relationships between genders. The 

result obtained is SVM algorithm gives better 

performance than Bayesian Network with 

90.98% accuracy. Md. Redone Hassan, et al, 

proposed a paper “A Knowledge Base Data 

Mining based on Parkinson ’s disease”. In this 

paper, different classification algorithms are 

used to predict Parkinson’s disease such as 

SVM, KNN, and Decision Tree. These 

algorithms are applied to the training dataset and 

provides different accuracies. The paper 

summarizes that the Decision tree algorithm 

provides 78.2% precision compared to the 

remaining algorithms. 

Mehrbakhsh Nilashi, et al, proposed a paper “A 

hybrid intelligent system for the prediction of 

Parkinson’s Disease progression using Machine 

Learning techniques”. In this paper, Unified 

Parkinson's Disease Rating Scale (UPDRS) is 

mostly used to assess Parkinsonism. The author 

described the relationship between speech 

signals and UPDRS is important to find 

Parkinson’s.In this paper, the Incremental 

Support Vector Machine is used to predict Total-

UPDRS and Motor UPDRS. The author 
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concluded that a combination of ISVR, SOM, 

and NIPALS are used to get effective results to 

predict the UPDRS . 

III PROBLEM STATEMENT 

Many of the people aged 65 or more do have a 

neurodegenerative disease, which has no cure. If 

we detect the disease in the early stages, then we 

can control it. Almost 30% of the patients are 

facing this incurable disease. Current treatment 

is available for patients who have minor 

symptoms. If these symptoms cannot be found at 

the early stages, it leads to death. The main 

cause for Parkinson’s disease is the 

accumulation of protein molecules in the neuron 

which gets misfolded and hence causing 

Parkinson’s disease. So till now, researchers got 

the symptoms and the root causes i.e. from 

where this disease had evolved. But very few 

symptoms have come to their cure and there are 

many symptoms that have no solution. So in this 

era where Parkinson’s disease is increasing, it is 

very important to find the solution which can 

predict it in its early stages. 

IV EXISTING SYSTEM 

PD is detected at the secondary stage only 

(Dopamine deficiency) which leads to medical 

challenges. Also doctor has to manually examine 

and suggest medical diagnosis in which the 

symptoms might vary from person to person so 

suggesting medicine is also a challenge. 

Thus, the mental disorders are been poorly 

characterized and have many health 

complications. Existing system is not effective 

in early prediction and accurate medicinal 

diagnosis to the affected people. 

Disadvantages: 

⮚ MRI and CT scan- conventional MRI cannot 

detect early signs of parkinsom’s disease. 

⮚ PET scan - is used to assess activity and 

function of brain region involved in movements. 

⮚ SPECT scan – can reveal changes in brain 

chemistry, such as a decrease in dopamine. 

⮚ Current treatments for parkinson’s disease 

focus on managing symptoms rather than 

preventing or slowing the progression of the 

disease. There is a need for more targeted 

therapies that can address the underlying causes 

halt or slow the degenerative process. 

V PROPOSED SYSTEM 

by using machine learning techniques, the 

problem can be solved with minimal error rate. 

The voice dataset of Parkinson's disease from 

the Kaggle website is used as input and it helps 

in performing the training and testing of the 

model. We propose a hybrid and accurate results 

analyzing patient voice. Thus, combining the 

results, the doctor can conclude normality or 

abnormality and prescribe the medicine based on 

the affected stage 
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Advantages: 

 A well-designed system could incorporate 

early detection methods, allowing for the 

identification of individuals at risk before the 

onset of symptoms. Early intervention and 

treatment may help slow down or prevent the 

progression of the disease. 

 A proposed system could take into account 

individual genetic, environmental, and lifestyle 

factors to provide personalized risk assessments. 

 The system could offer evidence-based 

lifestyle recommendations, including diet, 

exercise, and other health-promoting behaviors 

that may help reduce the risk of Parkinson's 

disease. 

 Continuous monitoring of relevant health 

indicators and feedback mechanisms could be 

integrated into the system. This would allow 

individuals to track their progress in adopting 

preventive measures and make necessary 

adjustments. 

VI IMPLEMENTATION 

Programs are composed of one or more 

independently developed modules. A module 

description provides detailed information about 

a module and its supported components. The 

included description is available directly by 

making environment check for supported 

components. The modules are 

 Pre-Processing 

 Build Model 

 Train Model 

 Creating UI 

 Integration of UI with model 

 Test Model 

Pre-Processing: 

This is the module that is implemented in 

Project Stage 1. The pre-processing done on the 

statistics that have been obtained from previous 

patients voice data. The raw statistics are too 

broad and hence not useful for our model. The 

actual statistics that will be useful are aggregate 

statistics which will help us predict the disease 

accurately. Hence, we go through an entire 

report of patient’s vocal data in Parkinson 

disease prediction and calculate the aggregate 

statistics for every patient 

Build Model: 

In this section, we will explore data and find 

patterns, which may be useful for feature 

engineering later. Since the goal of the project is 

to build the car price prediction model, the main 

purpose of this chapter is to find relations 

between features and the target column 

(selling_price_inr) 

Train Model: 

In this module, we must train the machine 

learning model for it to be fully used for 

prediction 
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of Parkinson disease. We have used SK-Learn 

for training the model. The data split for 

training80% and testing 20% of the total data. 

Training a model simply means learning 

(determining) good values for all the weights 

and the bias from labeled examples. In 

supervised learning, a machine learning 

algorithm builds a model by examining many 

examples and attempting. 

Creating UI: 

Frontend: The front-end of this project is created 

using Stream lit.The purpose of creating a front-

end is for an easy and clean UI. This UI consists 

of 4 pages: 

 Home page: This page gives us in detail 

description about the Parkinson disease 

detection. 

 Data Info Page: This page describes the data 

which is used to train the model is shown in this 

page. 

 Predict Page : In this page we will be giving 

the values as input and gets the response in form 

of prediction 

 Visualization Page : In this page different 

graphs are shown for the data which weused to 

train the model. 

Backend: We have used various python libraries 

for backend functionality. It is a lightweight and 

fast Python-based framework. In our project it is 

used as an interface 

between the user queries and Machine learning 

model i.e., it fetches the prediction results, stats, 

etc from our ML model. Routing to different 

pages is done here. 

Integration of UI with model: 

In this approach, you describe the UI and related 

aspects (e.g., task, domain, context of use) in 

models. These models are then transformed into 

the final UI automatically. It involves methods, 

models, processes, and algorithms to achieve 

this transformation. The idea is to reduce the 

effort needed for UI creation by leveraging 

model transformations. Transformation rules 

define how to query data from the source model 

and convert it into 

Packing your ML Model: 

 Securing your packaged ML model 

Planning of how to serve/expose your ML model 

to the consumers (as a REST service, etc.) If you 

have planned for a REST service, then, creating 

a REST API for your ML model 

 Securing your REST API 

Deploying your REST service in production 

(using Docker and Kubernetes) 

 Packaging your ML model 

Instead of saving the ML model as it is, you can 

package your ML model (say mnist), and create 

a .pkl file for it, using Python’s joblib library. 
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For creating and restoring the .pkl file, you can 

either use joblib library or pickle library of 

Python. You normally use joblib to save an 

object having large data, else, you use pickle 

library. Here, in this case, we have used joblib 

library..pkl file is nothing but a serialized pickle 

file, which if you want, you can compress it 

further, to save storage space, using say 

Python’s gzip library. After you apply 

compression, your ML model file name will 

look like – mnist.pkl.gz 

VII RESULTS 

 

Data Pre-processing 

 

Data cleaning and data visualization 

 

 

Cross checking the column values 

 

Checking imbalance between categorization 

 

Visualization of correlation between columns 
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Finding outliers 

 

Testing accuracy 

 

Data info page 

 

Visualize page 

 

Predict page 

VIII CONCLUSION 

Its  aimed to predict Parkinson's disease using 

machine learning (ML) techniques. Parkinson's 

disease prediction project demonstrated the 

potential of ML algorithms to accurately predict 

the presence of the disease. This project has 

implications for early detection, personalized 

treatment, and improved healthcare outcomes 

for individuals with Parkinson's disease. We 

have used various algorithms for testing whether 

person have Parkinson’s disease. Among all the 

algorithms Random Forest gave the highest 

accuracy 98% 
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