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ABSTRACT_This study covers a text-to-speech (TTS) technology that can create spoken 

sentences from a variety of speaker voices, even ones not included in the training dataset. The 

suggested method consists of three independent components, each of which has been trained 

individually. These include the Speaker Encoder, Synthesizer, and Neural Vocoder. The 

Speaker Encoder network generates feature representations of a speaker's voice or 

Melspectrogram based on reference speeches from different speakers. 

The Synthesizer uses the Tacotron2 architecture, which leverages an attention mechanism to 

synthesize high-quality speech from a given text input while keeping the overall structure and 

relevant aspects of the original voice file. Finally, the Neural Vocoder extracts the spectral 

representation of speech and uses Convolutional Neural Networks to generate natural and 

expressive speech for the test speaker. 

This TTS technology has numerous potential applications in industries such as cinema, 

automatic public announcement systems, video game development, ebooks, and others. In 

addition to the components listed above, the proposed TTS system employs transfer learning 

to improve performance. The Speaker Encoder network was pre-trained on a large-scale 

speaker recognition dataset and then fine-tuned on a smaller dataset tailored to the target 

speaker. This transfer learning approach allows the Speaker Encoder to provide high-quality 

feature representations even for speakers not included in the training set. This improves the 

overall ability of the TTS system to deliver natural and expressive speech utilizing a variety 

of speaker voices. 

1.INTRODUCTION 

Discourse union is the counterfeit creation 

of human discourse. A PC framework 

utilized for this object is known as a 

discourse synthesizer, and can be carried 

out in programming or equipment items. 

Normal language text is converted into 

speech by a text-to-speech (TTS) system; 

Other systems translate phonetic 

transcriptions into speech as symbolic 

linguistic representations. Speech 

recognition is the reverse process. By 

combining pieces of recorded speech that 



Volume 14, Issue 04, Apr 2024 ISSN 2457-0362 Page 383 

 

 
 

are stored in a database, synthesized 

speech can be produced. 

           The size of the stored speech units 

varies between systems; The most output 

range is provided by a system that stores 

phones or diphones, but clarity may be 

lacking. High-quality output is possible 

when whole words or sentences are stored 

for specific usage domains. Alternately, a 

synthesizer can produce a completely 

"synthetic" voice output by incorporating a 

vocal tract model and other characteristics 

of the human voice. A speech synthesizer's 

quality is measured by how well it can be 

understood and how close it is to the 

human voice. 

 

           A clear text-to-discourse program 

permits individuals with visual weaknesses 

or perusing inabilities to pay attention to 

composed words on a home PC. Since the 

beginning of the 1990s, a number of 

computer operating systems have included 

speech synthesizers. 

            Two parts make up a text-to-speech 

system, or "engine": a back-end and a 

front-end. The front-end has two 

significant undertakings. In the beginning, 

it turns the unstructured text that contains 

symbols like numbers and abbreviations 

into what are called written words. Text 

normalization, pre-processing, and 

tokenization are all terms used to describe 

this procedure. The front-end then divides 

and marks the text into prosodic units like 

phrases, clauses, and sentences and assigns 

phonetic transcriptions to each word. The 

method involved with relegating phonetic 

records to words is called message to-

phoneme or grapheme-to-phoneme 

transformation.Phonetic records and 

prosody data together make up the 

emblematic semantic portrayal that is yield 

by the front-end. The back-end — 

frequently alluded to as the synthesizer — 

then, at that point, changes over the 

emblematic etymological portrayal into 

sound. This part includes the calculation of 

the target prosody (pitch contour, phoneme 

durations) in some systems, which is then 

applied to the output speech. 

2.LITERATURE SURVEY 

Evaluating and interpreting the body of 

knowledge already published in the field 

of voice cloning technology is considered 

as a literature survey. Speech synthesis 

component termed "voice cloning" 

involves digitizing a person's voice relying 

on speech samples to provide fresh voice 

samples that are similar to the genuine 

speech of the target speaker, voice cloning 

creates new speech samples in their voice. 

Data gathering, extraction of features, 

modelling, and synthesis a few of the key 

subjects of voice cloning work. 
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          To train the voice cloning model, 

significant amounts of speech data from 

the target speaker must be retrieved. To 

capture the distinctive qualities of the 

speaker's voice, suitable aspects must be 

retrieved from the speech data. Modeling 

entails using the retrieved data to construct 

a statistical or machine-learning model of 

the speaker's speech. Synthesis requires 

utilising the model to produce brand-new 

speech samples in the target speaker's 

voice. 

 

          The effectiveness of voice cloning 

systems has substantially increased as a 

consequence of current revelations in 

machine learning and deep learning 

methodologies. The creation of realtime, 

high-quality voice cloning systems that 

utilize neural networks has been the topic 

of numerous academic articles. Recently, 

voice cloning technology has advanced 

significantly, particularly in the area of 

deep learning. 

 

          The creation of real-time, high-

quality voice cloning systems utilizing 

neural networks has been the subject of 

several research articles. The recent 

developments of deep learning methods 

like Generative Adversarial Networks 

(GANs) and variational auto-encoders are 

used by such models to create speech 

samples that are very natural and near to 

the target speaker's actual speech (VAEs) 

[5-7]. Voice cloning refers to the study and 

analysis of existing research on the topic 

of voice cloning. Voice cloning refers to 

the process of creating a digital copy of a 

person's voice using artificial intelligence 

and machine learning algorithms. 

         Research on voice cloning has been 

ongoing for several decades, with early 

studies focusing on the development of 

speech synthesis systems based on 

concatenative synthesis, formant synthesis, 

and other techniques. With the 

advancement of deep learning and neural 

networks, recent studies have focused on 

the use of these models for voice cloning, 

including the use of variational 

autoencoders (VAEs), generative 

adversarial networks (GANs), and 

sequence-to- sequence (Seq2Seq) models. 

 

          One of the main challenges in voice 

cloning is the ability to generate high-

quality, natural- sounding synthetic speech 

that is indistinguishable from the original 

speaker's voice. This requires the ability to 

model the unique vocal characteristics and 

prosody of the target speaker, such as 

pitch, timbre, and rhythm. To address this 

challenge, researchers have proposed 

various methods for extracting and 

incorporating speaker- specific features 
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into the voice cloning models. In addition 

to the development of new voice cloning 

algorithms, researchers are also exploring 

the applications of voice cloning, including 

its use in speech therapy, speech 

recognition, and speech- based human-

computer interaction. 

3.PROPOSED SYSTEM 

The proposed work focuses on transfer 

learning, a method for creating high-

quality voice clones using pre-trained 

models on vast volumes of data.  

Transfer learning is ideal for real-time 

applications like voice cloning, which 

require low latency and great accuracy.  

Transfer learning can enhance voice 

cloning accuracy and reduce training time.  

3.1 IMPLEMENTATION 

1. Audio Recording: Capturing sound data 

using recording devices or extracting it 

from existing sources. 

2. Data Preprocessing: Cleaning, filtering, 

and preparing the audio data for model 

training, which may involve tasks such as 

noise reduction, normalization, and feature 

extraction. 

3. Model Training: Developing and fine-

tuning machine learning algorithms or 

neural networks using the preprocessed 

audio data to create a model that can 

accurately perform the desired task, such 

as speech recognition or sound 

classification. 

4. Model Deployment: Integrating the trained 

model into applications or systems where 

it can be used to process audio in real-time 

or on-demand, allowing for practical 

applications such as voice-controlled 

devices, speech-to-text services, or audio 

analysis tools. 



Volume 14, Issue 04, Apr 2024 ISSN 2457-0362 Page 386 

 

 
 

 

Fig 1:Architecture 

4.RESULTS AND DISCUSSION 

Speech synthesis is the artificial production of human speech. A computer system used 

for this purpose is called a speech synthesizer, and can be implemented in software or 

hardware products. A text-to-speech (TTS) system converts normal language text into speech; 

other systems render symbolic linguistic representations like phonetic transcriptions into 

speech. The reverse process is speech recognition.as shown in below fig. 
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5.CONCLUSION 

This research describes a neural network-

based technique to multi-speaker TTS 

synthesis. The proposed system includes 

independently trained speech coders, a 

Tacotron2-based neural vocoder, and a 

sequential TTS synthesis network, among 

other features. The information provided 

by the speaker discrimination coder 

enables the synthesizer to produce high-

quality speech for both non-training and 

training data speakers. We demonstrated 

the synthesized speech's substantial 

similarity to the genuine quotes from the 

target speakers using a speaker verification 

process and qualitative hearing tests. The 

findings indicate that our approach has the 

potential to considerably increase the 

accuracy and naturalness of multi-speaker 

TTS synthesis. 
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