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Abstract—In recent years, with the rapid development of 

technology image caption has gradually attracted the attention 

of many researchers as an interesting and arduous task. Image 

Captioning is done automatically by generating natural 

language descriptions according to the content observed in an 

image which combines the knowledge of computer vision and 

natural language processing. The application of image caption 

is extensive and significant. For example, the realization of 

human-computer interaction. With advanced deep learning 

techniques, accessibility of big datasets and computer power 

we can build an efficient model to generate image captions. To 

extract the image features, a Convolutional Neural Network 

(CNN) is used and then an extended version of Recurrent 

Neural Networks (LSTM) with attention-enrichment is 

adopted to generate the caption. We implement image 

captioning by considering detected objects from the image 

scene and then by integrating an attention mechanism for 

caption generation. This can have multiple advantages from 

accuracy and semantics perspectives. Our deep learning model 

generates the relevant natural language caption to the given 

input image by not only describing a single target object but 

also detects the multiple target objects in generating image 

captions. Image captioning helps in deeper understanding of 

images and monitoring crowd sourced images from social 

media and other sources. 

Keywords—Deep learning, Natural language processing, 

Image captioning, Semantics, Convolutional neural network. 

I. INTRODUCTION  

Image caption generation is a task in which a deep 
learning model is trained to automatically generate a textual 
description of the content of an image. The task is 
challenging because it requires combining two different 
fields such as computer vision and natural language 
processing. Computer vision involves the use of algorithms 
to enable machines to understand and interpret visual 
information, while natural language processing involves the 

use of algorithms to enable machines to understand and 
generate natural language text. 

   Neural networks that perform image captioning must not 

only learn the process of extracting features from the image 

but also encode language heuristics into the generation 

process that produces the caption.  Learning these 

multimodal features can be a arduous task for a network. 

 

Although many studies have been presented recently to 

address these challenges but there is still lack of producing 

highly semantic captions that closely and accurately 

describe the image content [1]. We propose a deep learning 

model that facilitates the image captioning process by 

generating a description based on detected objects and 

important regions from the image scene. Our approach takes 

away some computer vision responsibilities from the image 

captioning model to help the facilitating generation process 

that results in producing more accurate captions. 

 

II. RELATED WORK 

A. Deep Learning Approaches 

   Deep learning methods became widely used in image 

captioning since it can generate novel captions by analyzing 

the visual content of the image using an image model and 

generates the caption using a language model. Deep learning 

has made significant progress in many fields including 

computer vision and natural language processing by 

allowing models to learn complex patterns in data and 

perform advanced tasks. For early approaches like template-

based approach, Kulkarni et al [2] proposed to extract the 

image attribute tuples and then generate words by using n-

gram based language models to retrieve the final caption. 

For instance, the survey conducted by Zheng [3] shows the 
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importance of object detection in understanding image 

content and extracting descriptive semantics of an image. A 

study carried out in [4] explores the relationship between 

objects and image captioning. This study promotes the 

usage of objects in cohesion with captioning models and 

strengthens our confidence in our proposed model. An 

Encoder-Decoder architecture is inspired by the machine 

translation model proposed by Sutskever et al. [5]. 

B. Language Models: RNN / LSTM  

   Recurrent Neural Networks (RNN) is used in many 

sequence learning tasks such as machine translation, speech 

recognition and image captioning tasks [6]. Traditional 

RNN suffer from vanishing and exploding gradient problem,  

which means that they cannot predict words in long-range  

dependencies. Therefore, LSTM an improved version of 

RNN is adopted in many studies. LSTM has special units in 

addition to the standard units of RNN that uses a memory 

cell that maintains information in memory for longer   

period of time [7]. Vinyals et al. [8] used the LSTM as a 

decoder for the encoded image to generate the caption. A 

recent approach proposed an enhanced LSTM architecture 

that considers the semantic roles of words towards a better 

sentence modeling [9]. 

    Our deep learning model drives the caption generation by 

considering the significant objects in the image scene and 

generates a highly semantic description. 

III. METHODOLOGY 

We propose a facilitated image captioning model that 

leverages the power of object detectors in cohesion with 

predefined heuristic, feature extractors and attention 

enriched language models to generate semantic captions. 

This end-to-end system can be visualized in Figure 1. 

The training happens in a multi-staged manner. Different 

modules need to be trained for distributed inference and 

training purposes in order to compile the final solution. 
 

 
 

Figure 1: Image Captioning Architecture  

A. Pretrained Feature Extractor 

The first stage of the model is to use a pretrained feature 
extractor that is able to extract image features from a given 
image. Our network backbone was chosen to be an ImageNet 
pretrained ResNet50 model. The ResNet50 is a convolutional 
neural network architecture that contains 50 layers of 
convolutional, pooling, and activation functions. It has been 
trained on more than a million images from the ImageNet 
dataset which contains images labeled with one of a 

thousand object categories such as animals, household items, 
and natural scenes. Libraries such as TensorFlow provide 
easy-to-use APIs for loading and using pretrained models 
like ResNet50 making it accessible to researchers and 
developers with little expertise in deep learning. 

B. Object Detection 

In the second stage of the model, a detection module is 
developed to identify objects within the input images. One 
commonly used detection model is RetinaNet which is a one 
stage object detection model that is known for its 
effectiveness with small and dense objects. A RetinaNet 
model with ResNet50 as its backbone was used as the object 
detector. This means that the ResNet50 network was used to 
extract features from the input image and these features were 
passed through the detection module to identify and classify 
objects. The RetinaNet model was trained on the COCO 
dataset which is a large-scale dataset for object detection. 

C. Captioning Language Model 

In the final stage of the model, a language model is 
developed to generate a caption based on the learned image 
features. The language model needs to identify objects in the 
image and understand their relationships, as well as 
incorporate language semantics and structures to produce 
coherent and grammatically correct sentences. The extended 
version of LSTM with attention-enrichment is a type of 
neural network that can process sequential data and 
incorporate attention mechanisms to focus on relevant parts 
of the input. This architecture has been shown to be effective 
in generating high-quality image captions. 

IV. EVALUATION DATASETS AND RESULTS 

   Our evaluation dataset were randomly sampled images 

from the Flickr8k data set. The Flickr8k dataset is a widely 

used dataset for the task of image captioning which consists 

of 8,000 images paired with captions describing the content 

of the image. The goal of the evaluation was to see the 

facilitated caption generators performed better than 

unfacilitated generators. Roughly a total of 350 images were 

tested on and the results can be seen in Figures 2 and 3. The 

charts compare the facilitated and unfacilitated variations of 

caption generator models i.e the simplistic captioning model 

and the attention based captioning model. 

 

 
 

 
Figure 2: Unfacilitated Image Captioning Model 
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Figure 3: Facilitated Image Captioning Model 

 

It can be seen from Figures 2 and 3 how facilitated caption 

generators gave superior performance to their unfacilitated  

caption generators. For the basic generator it could be seen 

that around 17% of the images in the evaluation set failed to 

provide good quality captions. It was observed that the 

facilitated captioner gave superior performance on around 

64% of the images, thus it can be seen that the facilitated 

model was able to provide superior performance than 

unfacilitated model.     

    

 
Figure 4: A Sample Image Caption Generation Using Facilitated Model 

 

 

V. CONCLUSION 

   We presented the design and implementation of deep 

learning models for facilitated image captioning by  

considering object recognition and an enhanced attention  

mechanism to automatically generate image captions. 

Results of the different models were evaluated using a 

semantic similarity analysis between the generated captions 

and the actual ground truth captions. Our evaluation 

experiments demonstrates that facilitated image captioning 

provide superior performance to their unfacilitated models. 

The future experiments can be run with a various number of 

changes which include usage of much densely trained 

detectors, larger captioning datasets and different 

architectures for generating language models. 
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