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Abstract 

Currently, in the face of the health crisis caused by the Coronavirus COVID-19 which has spread 

throughout the worldwide. The fight against this pandemic has become an unavoidable reality for 

many countries. It is now a matter involving many areas of research in the use of new information 

technologies, particularly those related to artificial intelligence. In this paper, we present a novel 

contribution to help in the fight against this pandemic. It concerns the detection of people wearing 

masks because they cannot work or move around as usual without protection against COVID-19. 

However, there are only a few research studies about face mask detection. In this work, we 

investigated using different deep Convolutional Neural Networks (CNN) to extract deep features 

from images of faces. The extracted features are further processed using various machine learning 

classifiers such as Support Vector Machine (SVM) and K-Nearest Neighbors (K-NN). Were used and 

examined all different metrics such as accuracy and precision, to compare all model performances. 

The best classification rate was getting is 97.1%, which was achieved by combining SVM and the 

MobileNetV2 model. Despite the small dataset used (1376 images), we have obtained very 

satisfactory results for the detection of masks on the faces. 
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Introduction 

COVID 19 (Coronavirus) pandemic has 

affected almost all countries and has made a 

significant effect on the available healthcare 

facilities and treatment systems [1]. Public 

health is considered as the top priority for 

governments. Therefore, it is a requirement for 

the introduction of various advanced 

technologies to tackle multiple problems 

related to this viral pandemic. Masks could cut 

the spread of coronavirus. At the moment, the 

World Health Organization recommends that 

people should wear face masks if they have 

respiratory symptoms, or they are taking care 

of people with symptoms [2]. Furthermore, 

many public service providers require 

customers to use the service only if they wear 

masks. In this paper, we proposed a system to 

recognize whether a person wearing a mask or 

not and what is the location of the face based 

on transfer learning techniques [3], by 

extracting features from faces using different 

pre-trained deep learning models (i.e., 

VGG19, Xception, MobileNetV2, etc.) and 

combining it with multiple machines learning 

classifiers (Support Vector Machine, K-

Nearest Neighbors, i.e.) for classifying 

extracted features vectors all this under 

evaluation metrics. 

 

The rest of this paper is organized as 

follows: the second section explores related 

works and similar approaches to object 

detection and convolutions neural networks. 
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We describe materials and methods used in 

this experiment, including techniques and the 

dataset in the third section. In the fourth 

section, evaluation metrics and results, and 

conclusion, we review and discuss the 

experiment results and discuss future work. 

 

 

Related Work 

In constructing machine learning 

classifiers to detect objects, traditional 

methods were used to extract the features. The 

most popular is the Viola-Jones detector, 

which uses Haar features with an integral 

image method to detect faces [4]. In [5] for 

human detection, a useful feature extractor 

called histogram of oriented gradients (HOG) 

is a feature descriptor where computes the 

directions and magnitudes of oriented 

gradients over image cells, scale-invariant 

feature transform (SIFT) is very useful in 

practice for image matching and object 

recognition [6][7], speed up robust feature 

(SURF) [8], And other, etc. But deep learning-

based detector demonstrated excellent 

performance in the last these years, due to its 

high feature extraction capability [9], such as 

CNN, which plays an essential role in pattern 

recognition tasks related to computer vision, 

due to its superior spatial feature extraction 

capability [10]. CNN uses convolution kernels 

to convolve with the original images or feature 

maps to extract higher-level features. CNN has 

been exploited in face recognition and hand-

written character recognition [11]. we 

proposed a CNN model for robust face mask 

detection. 

 

Materials and Methods 

In the domain of face recognition as a 

case study for general object recognition with 

object detection, dataset size can be a decisive 

factor in model performance due to the limited 

availability of human-labelled training data. 

Apart from data in the target domain, related 

data in a different field can also be included to 

expand the availability of our prior knowledge 

about the target future data [12], so we used 

deep learning models pre-trained on ImageNet 

[13] dataset (containing 1.2M images of 1000 

classes) for our image’s classification 

experience. Transfer learning addresses such 

cross-domain learning problems by extracting 

useful information from data in a related 

domain and transferring them for being used in 

target tasks. 

 

A. Description 

The proposed method to detect faces 

with the mask or without it is based on feature 

selection using pre-trained deep convolutional 

neural networks and classification using 

machine learning algorithms such as K-NN 

and SVM. The diagram below illustrates in 

general terms the experiences conducted. 

 

 
Fig. 1. Proposed method for Proposed method 

for face mask classification 

 

B. Dataset 

The method is tested on a face mask dataset, 

whose examples can be found in Fig. 2. The 

dataset covers various faces with masks, faces 

without masks [14]. 

 
Fig. 2. Examples of images in dataset [14]. 

Since the face mask dataset is a relatively 

small dataset where features may be hard to 

extract. For that we used data augmentation, is 

a strategy to significantly increase the 

diversity of data available for training models 

[15], without actually collecting new data. 

Data augmentation techniques such as 

cropping, padding, and horizontal flipping 

[16]. In order, to be able to generalize the 
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results of our experiments on different 

situations. 

 
Fig. 3. Example of an image by augmentation 

data 

 

Table 1 : Classes of Images and The Number 

of Samples 

 

Image  Class Samples 

count 

faces with 

masks 

690 

faces without 

masks 

686 

Total 1376 

 

 

This dataset is considered as small in CNNs 

standards (usually CNNs need thousands of 

images if the training is started from scratch), 

but the use of pre-trained models reduces the 

need for large datasets while maintaining high 

performances due to transfer learning. 

 

C. Techniques of deep Feature Selection 

and classifiers 

Convolutional neural networks have shown 

their superior performance compared to other 

classifiers in image classification tasks [17]. 

Even though they are not invariant to rotation 

and geometric distortions [18], pre-trained 

CNN models trained on huge image datasets 

(i.e. ImageNet) can extract a deep feature 

vector invariant to rotation and form changes 

[20]. Were chose models in this paper because 

they are publicly available, free, open-source 

and easy to modify. We compared 3 deep 

convolutional neural networks to find out the 

optimal deep learning model as a feature 

selector for our problem. The concrete 

structural parameters of all models are 

provided in Table 2. 

 

Table 2 : Structure Of Used Deep Models 

 

Deep 

Model 

Parameters Depth Fully 

Connected 

Default 

Input size 

VGG19 143,667,240 26 4096 224x224 

Xception 23,851,784 159 2048 299x299 

MobileNetV2 3,538,984 88 1280 224x224 

 

 

1. VGG19: is a deep convolutional neural 

network invented by Visual Geometry Group 

(VGG) from the University of Oxford and was 

the 1st runner-up of the ImageNet Large Scale 

Visual Recognition Competition (ILSVRC) 

2014 in the classification task and the winner 

of the localization task. Its simplicity 

characterizes the network [21]. It uses only 

3x3 convolutional layers on top of each other 

in increasing depth, followed by a max-

pooling step to reduce volume size. Two fully 

connected layers, each with 4,096 nodes are 

then followed by a softmax activated layer. 

2. Xception: is a pre-trained deep learning 

model for image classification into 1000 

classes [22]. it is an extension of the Inception 

architecture which replaces the standard 

Inception modules with depthwise separable 

convolutions,this model was trained on the 

ImageNet dataset and has achieved an error 

rate of 3.5% and become the 1st Runner Up 

for image classification in ImageNet Large 

Scale Visual Recognition Competition 

(ILSVRC) 2015 [23]. 

3. MobileNetV2: is a convolutional neural 

network architecture that aims to run very 

efficiently on mobile devices. It can be used as 

a basic image classifier or as a feature 

extractor that is part of a larger neural network 

or in combination with other classifiers [24]. 

In our case, we will stop just before the last 

layer of each model and recover a vector of 

relevant features per image which will be 

processed in the next step by  

 

SVM and K-NN Classifiers 

1. Support vector machines (SVMs) are a set 

of supervised learning methods used to 

recognize classes of objects, SVMs is one of 

the most prevailing and exciting supervised 

learning models with associated learning 

algorithms that analyse data and recognize 

patterns. It is used for solving both regression 

and classification problems. However, it is 
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mostly used in solving classification problems 

[25]. 

2. K-Nearest neighbors (K-NN) is one of the 

simplest algorithms used in Machine Learning 

for regression and classification problems. K-

NN algorithms use data and classify new data 

points based on similarity measures (e.g. 

distance function). Classification is done by a 

majority vote to its neighbors. The data is 

assigned to the class which has the nearest 

neighbors. As you increase the number of 

nearest neighbors, the value of k, accuracy 

might increase [26]. 

 

IV. Experimental Results and Discussion 

The experiments were conducted in Anaconda 

environment by using Python language, It uses 

different Python scientific and open-source 

libraries for data processing (i.e. Pandas, 

NumPy, etc.) and for classification algorithms 

(i.e. TensorFlow, Keras, PyTorch, Scikit learn, 

etc.). All used classifiers are tested using their 

default parameters (no special tuning or 

optimization). The experimental setup 

computer is an Intel i5-3320M CPU @ 

2.60GHz with 8GB RAM. 

 

A. Model Development 

The experiment was using all possible 

combinations of deep models and 

classification algorithms on our dataset to find 

the best possible combination for our 

classification based on the accuracy (i.e. the 

percentage of instances classified correctly by 

the classifiers). To validate the constructed 

model, the dataset was split into a training set 

and a testing set: 

• 80% for the training dataset. 

• 20% for the testing dataset. 

Table 3 shows the top 4 models based on 

accuracy. 

 

Created Model Accuracy 

(%) 

MobileNetV2 – 

SVM 

97.11 % 

VGG19 – K-NN 96.65 % 

MobileNetV2 – K-

NN 

94.92 % 

Xception - SVM 94.57 % 

Based on overall results, we concluded that 

using transfer learning in detecting the mask 

on the face is indeed an effective approach, 

because all models performed well (accuracy 

over 90%) without any optimization or special 

tuning. Furthermore, models based on 

MobileNetV2 and VGG19 surpassed other 

deep models for this task regardless of the 

classifier used in the last step.Additionally, 

SVM was the best classifier with every feature 

selector and got up to 97.11% of accuracy 

(with MobileNetV2) followed tightly by K-

NN (96.65% with VGG19). 

 

B. Evaluation Metrics 

We employed precision and recall as metrics; 

they are defined as follows. Recall: Actual 

true positives over how many times the 

classifier predicted that class. 

 

 
 

Precision: Number of correct predictions over 

how many occurrences of that class were in 

the test dataset. 

 

 
 

Where TP, FP, and FN denoted the true 

positive, false positive, and false negative, 

respectively. 

 

Figure 4 presents the confusion matrix of these 

top 2 models using test set. The number 0 

indicates the faces without a mask and 1 for 

the face with a mask. 

 

 
Fig. 4. Confusion matrix for top 2 performing 

models using test set 
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The following table presents the precision and 

recall for top 2 models: 

 

Table 4 : precision and recall for top 2 models 

Top 2 Models Recall Precision 
MobileNetV2 – SVM 94.84% 95.08% 

VGG19 – K-NN 90.09% 91.3% 
 

Cross-validation results confirmed the 

superior performance of SVM with all deep 

models (over 90%). On the other hand, 

MobileNet-V2 performed very well regardless 

of classifier used SVM or K-NN. Some 

samples are shown in Fig. 5, including face 

with a mask, face without a mask and face is 

masked by hand. 

 

 
 

Fig. 5. Examples of detection results 

 

Conclusion 

In this paper, we have proposed a novel face 

mask detector using deep feature selection 

with different award-winning pre-trained deep 

learning models. Features selected are 

forwarded to different classifiers for 

classification purposes to 2 categories.  The 

experimental results show that despite a small 

dataset size (1376 faces), the use of transfer 

learning is a good approach to classifying 

faces with masks and faces without masks. 

Seeing that the combination of MobileNet-V2 

model with SVM got an excellent 

performance (97.11%) with default 

parameters, we can recommend this approach 

to be used in practice to detect faces with 

masks and faces without masks which can 

possibly contribute to public healthcare, since 

the main objective of all research is to obtain 

good results and achieve an effective 

recognition system.  In our future work, we 

plan to explore new feature selection 

techniques and more specialized machine 

learning algorithms and use a bigger dataset 

for validation to deal with more complex 

problems than this one. 
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