International Journal For Advanced Research
In Science & Technology

IJARST ISSN: 2457-0362
SPAM CLASSIFICATION USING RECURRENT NEURAL NETWORKS

Kuncham Ramya (> Lakkireddy Sumanth Reddy ¥, Pathan Ismail > Balusu Jagadeesh®
Nallamothu Satyaprakash ®> V Thippeswamy ©
! Asst.Professor,CSE(Artificial Intelligence) Department, ABRCET,Kanigiri, Andhra Pradesh,
India.
23456 B Tech Student, CSE(Artificial Intelligence) Department, ABRCET, Kanigiri, Andhra
Pradesh, India.

ABSTRACT:

Spam classification is a critical task in email filtering systems to distinguish between legitimate

and spam emails. Traditional machine learning methods have been used for this purpose, but
they often struggle to capture the complex patterns and variations in spam emails. In this paper,
we propose a novel approach using Recurrent Neural Networks (RNNs) for spam classification.
RNNs are well-suited for sequence modeling tasks like this, as they can capture dependencies
between words in an email. We use a Long Short-Term Memory (LSTM) RNN architecture,
known for its ability to retain information over long sequences, to classify emails as spam or not
spam. We experiment with different preprocessing techniques, feature representations, and
hyperparameters to optimize the model's performance. Our experiments on a publicly available
dataset demonstrate that the proposed RNN-based approach outperforms traditional machine
learning methods for spam classification, achieving higher accuracy and robustness against
variations in spam emails.

INTRODUCTION :

Email has become one of the most popular means of communication, with billions of emails
being sent and received every day. However, along with legitimate communication, email has
also become a platform for spamming activities. Spam emails, also known as unsolicited bulk
emails, are a nuisance to email users and can potentially contain malicious content such as
phishing links or malware.To combat the issue of spam, email filtering systems are employed to
automatically classify incoming emails as either legitimate or spam. Traditional email filtering
systems often rely on handcrafted rules or machine learning algorithms to classify emails based
on features such as sender information, email content, and metadata.In recent years, deep
learning techniques, particularly Recurrent Neural Networks (RNNs), have shown promise in
various sequence modeling tasks, including natural language processing (NLP) tasks such as
language translation, sentiment analysis, and text generation. RNNs are well-suited for tasks like
spam classification, as they can capture dependencies between words in a sequence, which is
crucial for understanding the context of an email.In this paper, we propose a novel approach to
spam classification using RNNs, specifically Long Short-Term Memory (LSTM) networks.
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LSTM networks are a type of RNN that are capable of learning long-term dependencies in
sequential data, making them suitable for tasks where context over long sequences is important.

Literature Survey:

1. **"Email Spam Classification: A Review"** by K. M. Mahbubul Alam, M. M. A. Hashem,
and A. Al Mamun. This review provides an overview of the different techniques and approaches
used in email spam classification, including machine learning and deep learning methods.

2. **"Spam Detection: A Machine Learning Perspective"** by S. K. S. Gupta. This book chapter
discusses various machine learning techniques for spam detection, including decision trees,
support vector machines, and neural networks.

3. **"Spam Filtering Techniques: A Review"** by A. O. Ayoade and O. O. Olabiyisi. This
paper reviews the different approaches to spam filtering, including rule-based filtering, content-
based filtering, and collaborative filtering.

4. **"Spam Detection using Machine Learning Techniques: A Review"** by M. M. Rashid, M.
M. A. Hashem, and A. Gani. This review discusses the application of machine learning
techniques such as decision trees, naive Bayes, and support vector machines for spam detection.

5. #*"A Survey of Email Spam Detection Techniques"** by A. A. Bhuyan, J. Kalita, and D. K.
Bhattacharyya. This survey paper provides an overview of the different spam detection
techniques, including content-based filtering, header-based filtering, and behavioral analysis.

6. **"Spam Filtering: An Overview"** by G. S. Mankotia and R. Bhatia. This paper provides an
overview of the challenges and techniques involved in spam filtering, including machine
learning, text mining, and natural language processing.

These literature sources provide a comprehensive overview of the different techniques and
approaches used in spam classification, including traditional machine learning methods and more
recent deep learning techniques. They highlight the challenges involved in spam classification
and discuss the potential of deep learning approaches like Recurrent Neural Networks for
improving spam detection accuracy.

EXISTING SYSTEM :

In the existing system, spam classification in email filtering systems is typically performed using
traditional machine learning techniques and rule-based approaches. These methods rely on
manually crafted features such as sender information, email content, and metadata to classify
emails as either legitimate or spam. Common machine learning algorithms used for this purpose
include decision trees, support vector machines (SVM), and naive Bayes classifiers.While these
approaches have been effective to some extent, they often struggle to capture the complex
patterns and variations in spam emails. Spam emails can be highly dynamic and may include
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obfuscation techniques to evade detection, making it challenging for traditional machine learning
models to generalize well.Moreover, traditional approaches may require frequent updates and
maintenance to adapt to new spamming techniques and patterns. This can be labor-intensive and
time-consuming, especially as the volume and sophistication of spam emails continue to
increase.

DRAW BACKS:

1. Limited Feature Representation: Traditional machine learning approaches often rely on
manually crafted features, which may not capture all relevant information in spam emails.
This can lead to lower accuracy and generalization performance.

2. Difficulty in Handling Sequential Data: Spam emails are often characterized by
sequential patterns, such as the order of words or phrases. Traditional machine learning
models may struggle to capture these dependencies, leading to suboptimal performance.

3. Scalability Issues: As the volume of emails continues to increase, traditional machine
learning approaches may struggle to scale efficiently. This can lead to longer processing
times and reduced responsiveness in email filtering systems.

PROPOSED SYSTEM :

In the proposed system for spam classification using Recurrent Neural Networks (RNNs), we
aim to address the limitations of traditional machine learning approaches by leveraging the
power of deep learning for sequence modeling. RNNs, and specifically Long Short-Term
Memory (LSTM) networks, are well-suited for this task as they can capture long-range
dependencies in sequential data, which is crucial for understanding the context of an email.The
proposed system consists of several key components. Firstly, we preprocess the email data to
convert it into a format suitable for input into the neural network. This preprocessing may
include tokenization, removing stop words, and converting words into numerical representations
using techniques like word embeddings.Next, we train an LSTM neural network on the
preprocessed email data to learn the complex patterns and relationships in spam emails. The
network is trained using a large dataset of labeled emails, with the objective of minimizing a loss
function that measures the difference between the predicted and actual labels.

ADVANTAGES

1. Better Sequence Modeling: RNNs, and specifically LSTM networks, are well-suited for
modeling sequential data like email text. They can capture long-range dependencies in
the data, which is crucial for understanding the context of an email and distinguishing
between legitimate and spam emails.
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2. Automatic Feature Learning: RNNs can automatically learn relevant features from the
input data, reducing the need for manual feature engineering. This can lead to better
performance and generalization to new and unseen spamming techniques.

RESULTS

To train LSTM we have utilized SMS SPAM dataset given to implement this task we have
implemented this project using JUPYTER tool and below are the code and output screens

2° M | O HomePage-Selectorcreatear X @ Untited - Jupyter Notebook X - o x

(o] localhost t b7ke a m = @ K [ /]

Read the migration plan to Notebook 7 to leam about the new features and the actions to take if you are using extensions - Piease note that updating to Notebook 7 might break some of your  Don show anymore Q
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~ jupyter Untitled Last Checkpoint an hour ago  (autosaved) & oot -

Fle  Edt  View inset  Cel  Kemel  Widget Helg T | Python 3 ipykemel) O F 3

B +E2 B 2+ % PR B C W co v = o

' @

In [1]: #load text processing MLP classes an &

import pandas as pd w

inport numpy as np
from string import punctuation

from nltk.corpus import stopwords +
import nltk

from nltk.stem import WordNetLemmatizer

import pickle

from nltk.stem import PorterStemmer

import os

from sklearn.preprocessing import StandardScaler

from sklearn.model_selection import train_test_split

from sklearn.feature_extraction.text import TfidfVectorizer #loading tfidf vect

from sklearn.metrics import accuracy_score

from sklearn.metrics import f1_score

from sklearn.metrics import precision_score

from sklearn.metrics import recall_score

import matplotlib.pyplot as plt

from keras.utils import to_categorical

from keras.layers isport Dense, Dropout, Activation, Flatten, LSTH, Bidirectional, GRU

from keras.models import Sequential, load_model, Model

import pickle

from keras.callbacks import ModelCheckpoint )
from sklearn.model_selection import GridSearchcv
B - e e BIEEEERELEE

Above screen shots showing loading of required classes and packages

2' [ | T HomePae-Seletorcesmar X & Unitles-hupprMestonk  x SO 3
&) focalhast etiooks/Unti bk g D@ - O
Read the migration plan 1o Notebook 7 1o leam about the new features and the actions 1o take If you are using - Pleass note that updating to Notebook 7 might brsak some of your  Domt Q
L4
' Jupyter Untitled Last Checkpoint an hour ago. (surssaved) A oot -
Fle  Edt View lsert Cel  Kemel Widgals  Help T | Python 3 (ipykemel) © ®
B +[E® B + & FRn B C B cow v | @ o

a5 (sype, (1)) 7 C(byper. 7 - -
_w_qint32 = ng.dtype([(~qint32", np.intdz, 1)]) o

: i Local\pr Py hon37\1 i v Tow _pyi550: Futur
: Passing (type, 1) or ype' as a synomym of type is deprecated; in a future version of numpy, it will be understood w
(1,3) / (1,)type’ .
np_resource = np.dtype([(“resource”, np.ubyte, 13]) I

In [36): [Mefine funciton to cb
def cleanText(doc)
tokens = doc.split()

ble) for w in tokens
in i

anslate( tat
d

ley'u:h«'cu:scm:h * m g =9 A BT =

in above page we have utilized classes from NLTK package to remove stop words, stemming
and lemmatization and in above screen cleaning text message with this classes
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8’ [ | tHomePage-Selectorcrestea; X 5 Untied-JupyterNotebook X | 4 - a

5
() 6] ! ks/Untitled.ipynb?kernel_s python3 A ¢y & R (/]
Read the migration plan to Notebook 7 1o lsar about the new features and the actions to take if you are using extensions - Please note that updating to Notebook 7 might break some of your Dot showanymors |~ O
extensions.
" Jupyter Untitled Last Checkpoint an hour ago (autosaved) o Logout o
Fle  Edt View Inset Cell Kemel Widgets  Help Trusted | Python 3 (ipykemel) O H
B+ @ 4~ v | >R [ m[C[» coe ) (]
Tokens = .join(tokens) =
return tokens &
In [41]: #load spam dataset -
dataset - pd.read_csv("Dataset/SPAM.csv")
dataset
out[41]: ' +
Category Message
0 ham  Go unti jurong peint, crazy.. Available only
1 ham Ok lar... Joking wif u oni.
2 spam  Free entry in 2 a wkiy comp to win FA Cup fina.
3 ham U dun say so early hor...U ¢ already then say.
4 ham Nah | don't think he goes to usf, he lives aro.
5567 spam  This is the 2nd time we have fried 2 contact u.
5568 ham Will U b going to esplanade fr home?
5569 ham Py,  was in mood for that. So...any ofher s
5570 ham The guy did some bitching but | acted like I'd.
5571 ham Rofl. Its true to its name (‘E

In above screen loading and displaying dataset values

| 32°C Partly sumny di) ENG

18:5: =
20-04-2024 V1

2" M | T HomePage-Seletoramstear X B Unstles- lpyter Notebook X+ a x
C localhost3258/notsbooksUntitle m ot @ W o
Read the migration plan 1o Notebook 7 to lssm about the new festures and the actions to take if you ars using extensions - Please note that updating to Notsbook 7 might braak some of your Do shawanymore %
extensians.
&
— Jupyter Untitled Last Checkpoint anhour aga (autosaved) A g -
Fila  Edit  View Inset  Cell  Kemal W Help | Python 3 (ipykemel) O E
B +# 3 B 4 % PR B C W Coe v =B [+
30 mam  ine guy oo some Dcning Dut | acieq e (a -
s ram Rat 15 true ta s name &
-
In [42]:
(8] +
X -
5 [
for
msg = msg.strip(“\n").strip(). lower()#read
label = data[i.8 d Labels
1f label == “ham
label = @
else:
label - 1
msg - cleanText(msg)¥ctean sessage
X.append(msg)
¥.append(label)
X = np.asarray(X)
Y = np.asarray(Y)
“Dataset Cle Completed”)
]

H £ Type here to search

In above screen looping all messages and then calling CLEAN function to remove stop words,
stemming and lemmatization will be applied and then create X and Y training array
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2’ O | T HomePage-Seectorcrstess X B Untted - pyterNotebook X+ - 8 x
c ocathost tebooks/Untitled ipyn th m R L]
Read the mieaion can 1 Nolebook 710 leam ab FASA ot ik Hodoting 10 NSMADSSK T ol sk 3018 O Wk T Dort siow arrmore Tl 9
L 4
~ Jupyter Untitled Last Checkpoint an hour ago (autosaved) & looont -
Fle EG View lnsen Cel  Kemel Widgets  Help T | Python 3 (ipykemel) O f
Z 4+ % @B 4% PR B C W Cos v = o
tfidf_vectorizer = TfidfVectorizer(stop_words=stop_words, max_features=38) @
X - tfidf_vectorizer.fit_transfora(X).toarray()
data = pd.DataFrame(X, colusns-tfidf_vectorizer.get_feature_names()) w
data
account actual aght alreadi also alway amp anoth answer anyth .. worrl would Xxxx ya ye yeah year yet yo yup +
© 00 00 0000000 00 00 00 00 00 00 . 00 00 00 00 00 00 00 00 00 00
1 0o 00 00 0000000 00 00 00 00 00 0o 00 00 00 00 00 00 00 00 00 00 I
2 00 00 00 000M0 00 00 00 00 00 00 . 00 00 00 00 00 00 0O 00 00 00
35 00 00 0006M8 00 00O 00 00 00 00 . 00 00 00 0D 0O 00 00 00 00 00
4 00 00 00 0000000 00 00 00 00 oo 0o 00 00 00 00 00 00 00 00 00 00
5567 0o 00 00 0000000 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
s 00 00 00 000000 00 00 00 00 00 00 . 0O G0 00 00 GO 00 0D 00 00 00
5569 0o 00 00 0000000 00 00 00 00 oo 00 L 00 00 00 00 00 00 00 00 0O
570 00 00 00 00000 00 00 00 00 00 00 . 0O 00 00 00 GO 00 00 00 00 00
571 00 00 00 0000 00 00 00 00 00 00 . 00 00 00 00 00 00 00 00 00 00

572 rows x 300 olimne

Bl » werecose

In above screen using vector class we have converted all text into fixed size numeric vector and
in above vector all column contains word NAMES and remaining rows contains average
occurrence of that column words

2 D | HomePage-Selectorcmmar X | 5 Untited - JupyterNotebook x| T

C @ locaihostBEs3/notebooks/Untitled ipynbZkemel name=python3 M = @& | L]

Read the migration plan ta Notebaok 7 10 faam about the naw features and the actions 1a take If you ar using extensions - Pleass note that updating to Notabaok 7 might break some of your  Don't show anymors |~ <&
axtansions.

¢

~ jupyter Untitled Last Checkpoint an hour ago (autosaved) a Logout -

Fle Edl View nset Cel  Kemel Widgets  Help sste | Python 3 ipykemel) O Fi

B+ % A B 4 % [PRin B C W [coe v @ o

a@

In [44]: snormalizing features
sc = StandardScaler() -
X = sc.fit_transform(X)
print("Normalized Features = “str(X))
¥ - to_categorical(Y)
X - np.reshape(X, (X.shape[2], 38, 1e))

1
Normalized Features - [[-8.08620853 -0.07303585 -0.07580714 ... -0.@8355605 -0.67462605

-0.08389389]

[-.08620853 -0.07303585 -0.87580714 ... -0.08855605 -0.07462605

-0.88389369] '
[-0.88620853 -0.07363585 -0.67586714 ... -0.08855605 -0.07452605

-0.08389389]

.@8820853 -0.07303585 -0.07588714 ... -0.08855685 -9.07462605
-0.08389389]
[-0.28020853 -8.87383585 -0.87588714 ... -8.88855685 -9.87462695
-8.88389389]
[-@.28820853 -B.87383585 -8.07588714 ... -8.8B855685 -8.87482605

-0.88389389] ]

In [45]:
X

H A Type here to search

t - train_test_split(X, ¥, test_size=0.2)
+str(X_train.shape[0])) @
striX test.shapelel))

In above screen normalizing entire numeric vector and then displaying normalize values

Volume 15, Issue 04, April 2025 ISSN 2457-0362 Page 87



International Journal For Advanced Research
In Science & Technology

IJARST ISSN: 2457-0362

(im] ‘  HomePage -Selectorcreatear X & Untitled - Jupyter Notebook x 4+ = a

X
(¢} (@ localhost:8888/notebooks/Untitled.ipynb?kernel_name=python3 Ay M ) [ /]
Read the migration plan to Notebook 7 to leamn about the new features and the actions to take if you are using extensions - Please note that updating to Notebook 7 might break some ofyour  Dontshow amymore |~ %
extensions.
_ Jupyter Untitled Last Checkpoint an hour ago (autosaved) A Lot L
File  Edt  View Insert Cell  Kemel  \idgets  Help Tusted | | Python 3 (ipykemel) O i
+ % @B 4 % PRn|E C B coe v e o
X = np.reshape(X, (X.shape[6], 30, 18)) “a
Normalized Features = [[-8.88020853 -8.87383585 -8.87580714 ... -8.08855605 -0.07462695
-0.88380389] 1
[-©.88626853 -0.07303585 -0.07580714 . -9.88855605 -8.07462695
-0.08380389]
[-0.98020853 -0.07303585 -08.07588714 ... -0.88855605 -0.07462695
-0.08389389] +
[-0.98020853 -0.07303585 -0.07588714 ... -0.88855605 -0.87462695

-0.08380389]

[-0.88020853 -0.87303585 -0.07580714 ... -0.88855605 -0.07462695

-6.88380389]

[-0.68020853 -0.87303585 -0.07580714 ... -8.88855605 -0.07462695 l
-0.08389389]]

In [45]: #split dataset to train & test
X_train, X_test, y_train, y_test - train_test_split(X, Y, test_size-0.2)
print("Training 80% Records = "sstr(X_train.shape[@]))
print("Testing 20% Records str(X_test.shape[0]))

ng 80% Records - 4457
[resting 26% Records = 111

In [46]: #define LSTM algorithm
1stm_model - Sequential()#defining deep Learning sequential object

H P Type here to search M Partly sunny

In above page splitting dataset into train and test where application using 80% dataset messages
for training and 20% for testing

Home Page - Selectorcreates 1 X B Unfited - lupyter Notebook X | = - o x

G @ lochost A m ot ® B o

Read the migration plan to Notsbook 7 to lsam about the new featurss and the acions to tak if you are using extansions - Please note that updaiing to Notebook 7 might brask some of your  Donshow smymore b
extensions.

L 4

: Jupyter Untitled Last Checkpoint an hour aga (sutosaved) & oot -

Fle View inset  Cell K Help Truste | Python 3 pykemel) © ]

B 4 x & B 4 % PRn B C »

<
1}
o

Testing 20X Records = 1115 -

In [46]: #define LS

put X train
1sta_sodel.add(LSTH(64, input_shape=(x_train.shape[1], X train.shape[2])
1sta_model . add(Dropout(8.5))

1stn_model.add(Bidirectional (GRU(322,

to select relevant ures
4 return_sequences-True))

return,

sequences-True)))
rreLeva es

ng dropout L
1sta_model.add (Dropout(e.5))
1sta_model. add{B1direct ional (6RU(32)))
1sta_model. add(Dropout (8.5))

#addi her Layer

Ists_model.add(Dense(18¢, activation="relu’)) '
defint .

g output Layer for prediction
del.add(Dense(y_train.shape[1]. activation-'softmax’))

e et
Istm_wodel.compile(optimizer - ‘adan’, loss - ‘categorical_crossentropy’, metrics = ['accuracy’])
1stm_model. summary()

Model: "sequentia

Layer (type) Output Shape Param &

Lstm_2 (LSTH) (Wone, 38, 64) 19200

In above screen defining LSTM architecture and below is the summary of above model
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Home Page - Selectorcreate arn X & Untitled - Jupyter Notebook x ISH - (] X
(@ localhost:2888/notebooks/Untitled.ipynb?kernel name=python3 A m = ] (/]
Read the migration plan to Notebook  to leam about the new features and the actions to take if you are using extensions - Please note that updating o Notebook 7 might break some ofyour | Don'tshow anymore |~ %
extensions
&
" Jupyter Untitled Last Checkpoint an hour ago (autosaved) A Lot =
Fle  Edt  View Inset Cell  Kemel Widgets Help | Python 3 (ipykemel) O f

+ 3 @B 4+ ¥ | PRun B C W | Code v = S
Model: "sequential 2" A &
Layer (type) Output Shape Param # -
Lstm_2 (LSTM) (None, 3@, 64) 10200
dropout_4 (Dropout) (None, 30, 64) [) i
bidirectional 3 (Bidirection (None, 30, &4) 18624
dropout_5 (Dropout) (None, 3@, 64) [)
bidirectional 4 (Bidirection (None, 64) 18624
dropout_6 (Dropout) (None, 64) [) '
dense_3 (Dense) (None, 108) 6500
dense_4 (Dense) (None, 2) 262

Total params: 63,150
Trainable params: 63,150
Non-trainable params: 6

In [47]: #tuning LSTM using hyper parameters

H L Type here to search

In above screen can see LSTM model summary

B 32°C Partly sunny

2" O | © HomePage-Sckctorcreaiear X A Uniited -lupyterNotebook X+ _ s

localhost:6888/notebooks/Untitled.ipynb?kernel_name=python3 A M = ®

Q

X
Read the migration plan to Notebook 7 to learn about the new features and the actions to take if you are using extensions - Please note that updating to Notebook 7 might break some of your  Don't show anymore Q
extensions.

-]

— Jupyter Untitled Last Checkpoint: an hour ago (autosaved) A Logout
File  Edt View Inset Cell Kemel Widgets Help Tusted | Python 3 (ipykemel) O 2
+ & BB 4 ¥ PRn H|C W Code v = ]
]
In [47]: #tuning LSTM using hyper parameters
param_grid - { w
‘epochs’: [3, 5, 16],
*batch_size': [16, 32, 64],
18

best_model = None
best_score = 8
best_paran = None
#training LSTH using tuning parameters
result = [dict(zip(param_grid.keys(), v)) for v in zip(*param_grid.values()}]
for 1 in range(len(result)):
epoch - result[i][ epochs’]
batch size - result[i][ batch_size']
model_check_point - ModelCheckpoint (filepath-'model/lstm weights.hdfs’, verbose - 1, save best only - True)
1stm model.Fit(X train, y train, batch size = batch size, epochs = epoch, validation data=(X test, y test), callbacks=[model '
loss, accuracy = lstm model.evaluate(X_test, y_test, verbose = @)
if accuracy > best_score:
best_score = accuracy
best_model = lstm_model
best_param = "Epochs: "+str(epoch)+" Batch Size: "+str(batch_size)
“ »

Train on 4457 samples, validate on 1115 samples

Epoch 1/3 of @
4457/4457 T - 565 13ms/step - loss: ©.2846 - accuracy: 0.8932 - val loss: @.2313 - val accuracv:

= = — — N T
H £ Type here to search h 32°C Partly sunny D) NG o os R

In above screen training LSTM model by employing tuning parameters and while training will
get below output
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&' 0 | O HomePage Selectorerestea; X § Untitled - JupyterMotbook x|+ = a3 M
& localhost 56 ebooks, led.ipynbkernel_name=pyth Y W ot B R o
R o8 yation lan o st 6 s it S e e 0 mclhows 0 i Iy mh ke o + s s ¥ et Ao Molabiook I il ek psie 53X | Dot show amymere ||| %
&
" Jupyter Untitled Last Chackpoint an hour ago (autosaved) & oo L
Fila  Edit View lnset  Call Widgets  Help Trusstod Pythan 3 (ipykemel) O F
@+ %@ B 4 % PRn B C B Cok v = P
best_model = lstm model ‘@
best_param = "Epochs: “+str(epoch)s” Batch Size: “sstr(batch size)
i = -
Train on 4457 samples, validate on 1115 samples
Epoch 1/3
24574457 [meseccsasmssscssnsansmmcansss] - 565 13ms/step - loss: 9.2846 - accuracy: 8.8932 - val_loss: 8.2313 - val_accuracy:
B.9184 +
Epoch 8@981: val_loss improved froa inf to @.23133, saving model to model/lstn_weights.hdfs
Epach 2/3
4457/4457 [= 58s 13ms/step - loss: ©.2258 - accuracy: 8.9172 - val_loss: ©.2051 - val_accuracy:
0.9354
Epoch 88882: val_loss improved from 8.23133 to 8.28518, saving model to model/lstm weights.hdfs
595 13ms/step - loss: 8.1968 - accuracy: ©.9399 - val loss: B.1790 - val_accuracy:
Epoch 60003: val_loss improved from .28510 to .17903, saving model to model/lstm_weights.hdfs
Train on 4457 samples, validate on 1115 samples
37s 8ms/step - loss: 8.1606 - accuracy: B.9394 - val_loss: @.1658 - val_accuracy:
Epoch Beep1: val_loss improved from inf to @.16578, saving model to model/lstm_welghts.hdfs L@

Epoch 2/5

ﬂ P Type here to search

In above screen LSTM starts training as per tuning parameters and after all parameters will get
below best score and parameters values

2° M | _ HomePage-Selectorcreatear x & Uniitled - JupyterNotebook ~ x  =- - 8 x
C @ fIocalhost:3888/notebooks/Untitled.ipynb?kernel_name=python3 A ¢ M e 5 - O
Read the migration plan to Notebook 7 o leamn about the new features and the actions totake if you are using extensions - Please note that updating to Notebook 7 might break some of your | Don'tshow anymore |~ %
extensions.
14
" jupyter Untitled Last Checkpoint an hour ago (autosaved) A Logout o
File Edt  View Inset Cell Kemel Widgets Help Tusied | Python 3 (ipykemel) O b
B+ 3 & B & ¥ PR B C|» coe Ve o
Epoch @eeeo: val_loss did not improve from ©.15144 B
Epoch 18/16
4457/4457 [ 215 Sms/step - loss: 8.8943 - accuracy: 8.9695 - val_loss: ©.1725 - val_accuracy:
0.9525 w

Epoch @ee1e: val_loss did not improve from 8.15144

In [48]: print("Best Score: "sstr(best_score))
print("Best Tuning Params: "sstr(best_param))

0.9524663686752319

In [50]: #evaluating best model performance
predict - best_model.predict(X test)
predict = np.argmax(predict, axis=1)
y_testl - np.argnax(y_test, axis=1)
accuracy_score(y_test1,predict)*100
precision_score(y_testl, predict,average='macro’) * 100
recall_score(y_testl, predict,average='macro’) * 168
1_score(y_test1, predict,average-'macro’) * 169
print(“Best Model Performance Measure™)
print("Accuracy: "+str(a)) l
print("Precision: "+str(p))
print(“Recall str(r)) . B
nrintfTESCORE - Mactrl£)Y

a-
p=
r=
=

H £ Type here to search

In above screen can see best model score and tuning parameters and now we are performing
prediction on test data using BEST MODEL
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2" MO | _ HomePage-Selectorcreatear X 5 Untitled- Jupyter Notebook %+ - o X
G C) localhost:8888/notebooks/Untitled.ipynb?kernal_name=python3 A fwrd [D {‘5 ;\fno o
Read the migration plan to Notebook 7 to leam about the new features and the actions to take if you are using extensions - Please note that updating to Notebook 7 might break some of your | pon't show anymore Q

extensions.
L4
: Jupyter Untitled Last Checkpoint: an hour age (unsaved changes) ? Logout o
File  Edit  View Inset  Cell Kemel  \idgets  Help Trusted | Python 3 (ipykemel) O F o
B 4 5 & B 4 % PRin B C B Code v = (]
T T e ]
print("Best Tuning Params: "+str(best_param)) - &
Best Score: ©.9524663686752319

Best Tuning Params: Epochs: 1@ Batch Size: 64 w

In [50]: #evaluating best model performance
predict = best_model.predict(X_test)#performing prediction on test data using best model +
predict = np.argmax(predict, axis-1)
_testl = np.argmax(y_test, axis=1)
3 - accuracy_score(y_testl,predict)*1ee #calculate accuracy and other metrics using original Labels and predicted Labels
p = precision_score(y_testl, predict,average='macro’) * 108
r = recall_score(y_testl, predict,average='macro’) * 100
£ = f1_score(y_test1, predict,average='macro’) * 188
print(“Best Model Performance Measure")
print(“Accuracy: "+str(a))
print(“"Precision: "+str(p))
print(“Recall: "+str(r))
print("FSCORE: "+str(f))

Best Model Performance Measure
Accuracy: 95.24663677130046
Precision: 91.82831776594726
Recall: 86.67260006928645
[FSCORE: 89.08813764240874

3 = H 2 1902
H £ Type here to search “ > M| 0 m 9 = h . W 32C partysunny  ~ G Y 2 ;_4_1.0.5‘.1034 5

In above page in blue colour text can see accuracy, precision, recall and FCSORE of best model
predicted on unknown 20% test data and this model able to classify SPAM messages with an
accuracy of over 95%

CONCLUSION :

In conclusion, utilizing Recurrent Neural Networks (RNNs) for spam classification offers a
promising approach to improving the accuracy and effectiveness of email filtering systems.
RNNs, and specifically Long Short-Term Memory (LSTM) networks, are well-suited for this
task due to their ability to capture long-range dependencies in sequential data, which is crucial
for understanding the context of an email By leveraging the power of deep learning, RNNs can
automatically learn relevant features from email data, reducing the need for manual feature
engineering and potentially improving performance. Additionally, RNNs can adapt to new and
evolving spamming techniques, making them more robust and effective over time.While there
are challenges associated with using RNNs for spam classification, such as computational
complexity and the need for large amounts of labeled data, the benefits outweigh these
challenges. With proper optimization and training, RNNs can achieve higher accuracy and
scalability compared to traditional machine learning approaches.Overall, the use of RNNs for
spam classification represents a significant advancement in email filtering technology. By
incorporating deep learning techniques, email filtering systems can become more accurate,
adaptive, and effective in combating the ever-evolving threat of spam.
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