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ABSTRACT 

Chronic kidney disease (CKD) refers to the many clinical abnormalities that progressively 

worsen as kidney function declines.CKD results from a large number of systemic diseases that 

damage the kidney or from disorders that are intrinsic to the kidney. Chronic kidney disease 

(CKD) is a global public health problem with a rising prevalence. (GFR) is considered the best 

overall index of kidney function, and low GFR is associated with higher risk of kidney failure 

requiring dialysis and cardiovascular disease, hypertension, anaemia, and other metabolic 

complications. Logistic regression, support vector machines, random forest, and gradient 

boosting algorithms have been trained and tested using 10-fold cross-validation. We achieve an 

accuracy of 99.1 according to F1measure from Gradient Boosting classifier. Also, we found that 

haemoglobin has higher importance for both random forest and gradient boosting in detecting 

CKD. 
 

INTRODUCTION 
Chronic kidney disease (CKD) is a 

significant public health problem 

worldwide, especially for low and medium 

income countries. Chronic kidney disease 

(CKD) means that the kidney does not work 

as expected and cannot correctly filter 

blood. About 10% of the population 

worldwide suffers from (CKD), and millions 

die each year because they cannot get 

affordable treatment, with the number 

increasing in the elderly. According to the 

Global Burden Disease 2010 study 

conducted by the International Society of 

Nephrology, chronic kidney disease (CKD) 

has been raised as an important cause of 

mortality worldwide with the number of 

deaths increasing by 82.3% in the last two 

decades [1, 2]. Also, the number of patients 

reaching end-stage renal disease (ESRD) is  

 

 

increasing, which requires kidney 

transplantation or dialysis to save patients'  

lives. Aimed in their work to detect chronic 

kidney disease for diabetic patients using 

machine learning methods. In their research, 

they used 600 clinical records collected from 

a leading Chennai-based diabetes research 

centre. The authors have tested the dataset 

using the decision tree and Naïve Bayes 

methods for classification using the machine 

learning tool. They concluded that the 

decision tree algorithm outweighs the Naïve 

Bayes with an accuracy of 91%. Predict the 

patient status of CKD. By considering 14 

attributes out of 25, they compared four 

different algorithms, which were Multiclass 

Decision Forest, Multiclass Decision Jungle, 

Multiclass Decision Regression, and 

Multiclass Neural Network. After 

comparison, they found that Multiclass 

Decision Forest performed the best with 

99.1% accuracy. 
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LITERATURE SURVEY  

1. M. P. N. M. Wickramasinghe, D. M. 

Perera and K. A. D. C. P. 

Kahandawaarachchi, "Dietary prediction for 

patients with Chronic Kidney Disease 

(CKD) by considering blood potassium level 

using machine learning algorithms," 2017 

IEEE Life Sciences Conference (LSC), 

Sydney, NSW, 2017, pp. 300-303. 

Kidney damage and diminished function 

that lasts longer than three months is known 

as Chronic Kidney Disease (CKD). The 

primary goal of this research study is to 

identify the suitable diet plan for a CKD 

patient by applying the classification 

algorithms on the test result obtained from 

patients' medical records. The aim of this 

work is to control the disease using the 

suitable diet plan and to identify that 

suitable diet plan using classification 

algorithms. The suggested work pacts with 

the recommendation of various diet plans by 

using predicted potassium zone for CKD 

patients according to their blood potassium 

level. The experiment is performed on 

different algorithms like Multiclass Decision 

Jungle, Multiclass Decision Forest, 

Multiclass Neural Network and Multiclass 

Logistic Regression. The experimental 

results show that Multiclass Decision Forest 

algorithm gives a better result than the other 

classification algorithms and produces 

99.17% accuracy 

2. H. A. Wibawa, I. Malik and N. Bahtiar, 

"Evaluation of Kernel-Based Extreme 

Learning Machine Performance for 

Prediction of Chronic Kidney Disease," 

2018 2nd International Conference on 

Informatics and Computational Sciences 

(ICICoS), Semarang, Indonesia, 2018, pp. 1-

4 The field of biosciences have advanced to 

a larger extent and have generated large 

amounts of information from Electronic 

Health Records. This have given rise to the 

acute need of knowledge generation from 

this enormous amount of data. Data mining 

methods and machine learning play a major 

role in this aspect of biosciences. Chronic 

Kidney Disease(CKD) is a condition in 

which the kidneys are damaged and cannot 

filter blood as they always do. A family 

history of kidney diseases or failure, high 

blood pressure, type 2 diabetes may lead to 

CKD. This is a lasting damage to the kidney 

and chances of getting worser by time is 

high. The very common complications that 

results due to a kidney failure are heart 

diseases, anemia, bone diseases, high 

potasium and calcium.An early detection of 

CKD can improve the quality of life to a 

greater extent. This  calls for good 

prediction algorithm to predict CKD at an 

earlier stage. Literature shows a wide range 

of machine learning algorithms employed 

for the prediction of CKD. This paper uses 

data preprocessing,data transformation and 

various classifiers to predict CKD and also 

proposes best Prediction framework for 

CKD. The results of the framework show 

promising results of better prediction at an 

early stage of CKD. 

Existing System  

We can also evaluate and compare the 

performance of the used classifiers with 

other existing classifiers. CKD early 
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detection helps in timely treatment of the 

patients suffering from the disease and also 

to avoid the disease from getting worse. 

Early prediction of the disease and timely 

treatment are the need for medical sector. 

New classifiers can be used and their 

performance can be evaluated to find better 

solutions of the objective function in future 

work.  

3.2 Disadvantages:  

 Less efficient.  

 No accuracy score  

 Unble to identify the disease  

3.3 Proposed System  

The work proposed here uses three 

classification techniques to predict the 

presence of chronic kidney disease in 

humans. The classifiers used are Support 

vector machine and KNN classifier. The 

data set for chronic kidney disease was 

gathered and applied on each classifier to 

predict the disease and the performance of 

the classifiers evaluated based on accuracy, 

precision and F measure.  

3.4 Advantages  

 Performance More efficient.  

 Good accuracy.  

 Predict the disease  

 

4. SYSTEM STUDY  

4.1 FEASIBILITY STUDY  

 

The feasibility of the project is analyzed in 

this phase and business proposal is put forth 

with a very general plan for the project and 

some cost estimates. During system analysis 

the feasibility study of the proposed system 

is to be carried out. This is to ensure that the 

proposed system is not a burden to the 

company. For feasibility analysis, some 

understanding of the major requirements for 

the system is essential.  

Three key considerations involved in the 

feasibility analysis are  

 ECONOMICAL FEASIBILITY  

 TECHNICAL FEASIBILITY  

 SOCIAL FEASIBILITY  

4.1.1 ECONOMICAL FEASIBILITY  

This study is carried out to check the 

economic impact that the system will have 

on the organization. The amount of fund that 

the company can pour into the research and 

development of the system is limited. The 

expenditures must be justified. Thus the 

developed system as well within the budget 

and this was achieved because most of the 

technologies used are freely available. Only 

the customized products had to be 

purchased.  

4.1.2 TECHNICAL FEASIBILITY  

This study is carried out to check the 

technical feasibility, that is, the technical 

requirements of the system. Any system 

developed must not have a high demand on 

the available technical resources. This will 

lead to high demands on the available 

technical resources. This will lead to high 

demands being placed on the client. The 

developed system must have amodest 

requirement, as only minimal or null 

changes are required for implementing this 

system.  

4.1.3 SOCIAL FEASIBILITY  

The aspect of study is to check the level of 

acceptance of the system by the user. This 

includes the process of training the user to 

use the system efficiently. The user must not 

feel threatened by the system, instead must 

accept it as a necessity. The level of 

acceptance by the users solely depends on 

the methods that are employed to educate 

the user about the system and to make him 

familiar with it. His level of confidence must 

be raised so that he is also able to make 

some constructive criticism, which is 

welcomed, as he is the final user of the 

system 
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5.Result: 

Data description: 

 

 

Fig 10.6: Data description 

Blood Glucose Radom: 

 

Blood Glucose Radom 

Pottasium: 

Sodium: 

 

Sodium 

Algorithms accuracy: 

 

 

Algorithms accuracy 

 

Accuracy result 
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CONCLUSION:  

Work examines the ability to detect CKD 

using machine learning algorithms while 

considering the least number of tests or 

features. We approach this aim by applying 

four machine learning classifiers: logistic 

regression, SVM, random forest, and 

gradient boosting on a small dataset of 400 

records. In order to reduce the number of 

features and remove redundancy, the 

association between variables have been 

studied. A filter feature selection method has 

been applied to the remaining attributes and 

found that there are haemoglobin, albumin, 

and specific gravity have the most impact to 

predict the CKD. 
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