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ABSTRACT 

Online reviews have great impact on today’s business and commerce. Decision making for purchase of 

online products mostly depends on reviews given by the users. Hence, opportunistic individuals or 

groups try to manipulate product reviews for their own interests. In recent years, online reviews have 

become the most important resource of customers’ opinions. These reviews are used increasingly by 

individuals and organizations to make purchase and business decisions. Unfortunately, driven by the 

desire for profit or publicity, fraudsters have produced deceptive (spam) reviews. The fraudsters’ 

activities mislead potential customers and organizations reshaping their businesses and prevent opinion-

mining techniques from reaching accurate conclusions. Fake reviews can be created in two main ways. 

First, in a (a) human-generated way by paying human content creators to write authentic-appearing but 

not real reviews of products — in this case, the review author never saw said products but still writes 

about them. Second, in a (b) computer-generated way by using text-generation algorithms to automate 

the fake review creation. Traditionally, human-generated fake reviews have been traded like 

commodities in a “market of fakes” – one can simply order reviews online in each quantity, and human 

writers would carry out the work. However, the technological progress in text generation – natural 

language processing (NLP) and machine learning (ML) to be more specific – has incentivized the 

automation of fake reviews, as with generative language models, fake reviews could be generated at 

scale and a fraction of the cost compared to human-generated fake reviews. This work introduces some 

semi-supervised and supervised text mining models to detect fake online reviews as well as compares 

the efficiency of both techniques on dataset containing hotel reviews. 

Keywords: Recommendation system, Sentiment analysis, Hotel review analysis, Natural language 

processing, Machine learning. 

1. INTRODUCTION 

In this era of the internet, customers can post their reviews or opinions on several websites. These 

reviews are helpful for the organizations and for future consumers, who get an idea about products or 

services before making a selection. In recent years, it has been observed that the number of customer 

reviews has increased significantly [1]. Customer reviews affect the decision of potential buyers. In 

other words, when customers see reviews on social media, they determine whether to buy the product 

or reverse their purchasing decisions. Therefore, consumer reviews offer an invaluable service for 

individuals [2]. Positive reviews bring big financial gains, while negative reviews often exert a negative 

financial effect. Consequently, with customers becoming increasingly influential to the marketplace, 

there is a growing trend towards relying on customers’ opinions to reshape businesses by enhancing 

products, services, and marketing [3]. For example, when several customers who purchased a specific 

model of Acer laptop posted reviews complaining about the low display quality, the manufacturer was 
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inspired to produce a higher-resolution version of the laptop.Fake reviews can be created in two main 

ways. First, in a (a) human-generated way by paying human content creators to write authentic-

appearing but not real reviews of products — in this case, the review author never saw said products 

but still writes about them. Second, in a (b) computer-generated way by using text-generation 

algorithms to automate the fake review creation [4]. Traditionally, human-generated fake reviews have 

been traded like commodities in a “market of fakes” – one can simply order reviews online in a given 

quantity, and human writers would carry out the work. However, the technological progress in text 

generation – natural language processing (NLP) and machine learning (ML) to be more specific – has 

incentivized the automation of fake reviews, as with generative language models, fake reviews could 

be generated at scale and a fraction of the cost compared to human-generated fake reviews.Analyzing 

hotel reviews can provide valuable insights for both the hospitality industry and researchers in various 

fields. Here are some research motivations and potential areas of study related to hotel review analysis, 

such as improving customer satisfaction, topic modeling and trend analysis.Understanding the key 

drivers of customer satisfaction in hotels by analyzing reviews can help hotels and businesses in the 

service industry enhance their offerings and meet customer expectations.Develop advanced sentiment 

analysis techniques to not only identify positive and negative sentiments but also detect underlying 

emotions in hotel reviews. This can be valuable for understanding the emotional aspects of customer 

experiences. Use topic modeling techniques to identify the most discussed topics in hotel reviews over 

time [5]. This can reveal evolving customer preferences and emerging trends in the hospitality industry. 

Compare reviews of different hotels within the same region or category to identify what sets successful 

hotels apart from the rest. This can help hotels benchmark their performance. 

2. LITERATURE SURVEY 

Yuanyuan Wu et. al [11] proposes an antecedent–consequence–intervention conceptual framework to 

develop an initial research agenda for investigating fake reviews. Based on a review of the extant 

literature on this issue, they identify 20 future research questions and suggest 18 propositions. Notably, 

research on fake reviews is often limited by lack of high-quality datasets. To alleviate this problem, 

they comprehensively compile and summarize the existing fake reviews-related public datasets. They 

conclude by presenting the theoretical and practical implications of the current research.  

Liu et. al [12] proposed a method for the detection of fake reviews based on review records associated 

with products. They first analyse the characteristics of review data using a crawled Amazon China 

dataset, which shows that the patterns of review records for products are similar in normal situations. 

In the proposed method, they first extract the review records of products to a temporal feature vector 

and then develop an isolation forest algorithm to detect outlier reviews by focusing on the differences 

between the patterns of product reviews to identify outlier reviews. They will verify the effectiveness 

of our method and compare it to some existing temporal outlier detection methods using the crawled 

Amazon China dataset. They will also study the impact caused by the parameter selection of the review 

records. Our work provides a new perspective of outlier review detection and our experiment 

demonstrates the effectiveness of our proposed method. 

Mohawesh et. al [13] presented an extensive survey of the most notable works to date on machine 

learning-based fake review detection. Firstly, they have reviewed the feature extraction approaches used 

by many researchers. Then, they detailed the existing datasets with their construction methods. Then, 

they outlined some traditional machine learning models and neural network models applied for fake 

review detection with summary tables. Traditional statistical machine learning enhances text 

classification model performance by improving the feature extraction and classifier design. In contrast, 

deep learning improves performance by enhancing the presentation learning method, algorithm’s 

structure and additional knowledge. They also provided a comparative analysis of some neural network 
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model-based deep learning and transformers that have not been used in fake review detection. The 

outcomes showed that RoBERTa achieved the highest accuracy on both datasets. Further, recall, 

precision, and F1 score proved the efficacy of using RoBERTa in detecting fake reviews. Finally, they 

summarised the current gaps in this research area and the possible future direction to get robust 

outcomes in this domain. 

Ahmed et. al [14] proposed a fake news detection model that use n-gram analysis and machine learning 

techniques. They investigate and compare two different features extraction techniques and six different 

machine classification techniques. Experimental evaluation yields the best performance using Term 

Frequency-Inverted Document Frequency (TF-IDF) as feature extraction technique, and Linear Support 

Vector Machine (LSVM) as a classifier, with an accuracy of 92%. 

Atefeh Heydari et. al [15] proposed a robust review spam detection system. A detailed literature survey 

has shown potential of the timing element when applied to this domain and lead to the development of 

review spam detection approach based on time series analysis methods. Based on the consideration that 

the capture of burst patterns in reviewing process can improve the detection accuracy, in this 

experiment, they propose a review spam detection approach which investigates bogusness of reviews 

fallen. 

3. PROPOSED SYSTEM 

3.1 Overview 

In this project, we make some classification approaches for detecting fake online reviews, some of 

which are semi-supervised, and others are supervised. For semi-supervised learning, we use 

Expectation-maximization algorithm. Statistical Naive Bayes classifier and Support Vector Machines 

(SVM) are used as classifiers in our research work to improve the performance of classification. We 

have mainly focused on the content of the review-based approaches. As feature we have used word 

frequency count, sentiment polarity and length of review. Figure 4.1 shows the proposed detailed 

system model. 

 

Fig. 1: Block diagram of proposed system. 

The detailed operation illustrated in step wise as follows: 
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Step 1: Data Preprocessing: Load the hotel review dataset, which typically contains text reviews and 

corresponding labels (e.g., positive/negative sentiment). Perform data cleaning, including removing 

special characters, punctuation, and irrelevant information. Tokenize the text by splitting it into words 

or phrases. Convert text to lowercase to ensure consistency. Remove stop words (common words like 

"the," "is," "and") to reduce noise. Apply stemming or lemmatization to reduce words to their root form. 

Step 2: NLP Processing: Conduct sentiment analysis or any other relevant NLP tasks on the 

preprocessed text data. Extract features that capture the sentiment or other meaningful information from 

the text reviews. Also create additional features like the length of the review or the frequency of certain 

words. 

Step 3: TF-IDF Feature Extraction: Convert the preprocessed text into numerical vectors using TF-

IDF (Term Frequency-Inverse Document Frequency) transformation. TF-IDF assigns weights to words 

based on their frequency in a document relative to their frequency across all documents. This results in 

a sparse matrix where each row represents a review, and each column represents a unique word or term. 

Step 4: Existing EM-NB Classifier: This classifier combines the Naive Bayes algorithm with the 

Expectation-Maximization algorithm to handle missing data. Train the EM-NB classifier on the TF-

IDF transformed training data. Evaluate the classifier's performance using metrics like accuracy, 

precision, recall, F1-score, and confusion matrix on the test data. 

Step 5: Proposed SVM Classifier: Propose a Support Vector Machine (SVM) classifier as an 

alternative to EM-NB. SVM is known for its effectiveness in text classification tasks. Train the SVM 

classifier on the same TF-IDF transformed training data. Tune hyperparameters like the kernel function 

and regularization parameter for optimal performance. 

Step 6: Hotel Review Prediction: Use SVM classifiers to predict hotel review sentiment or any other 

relevant labels on the test data. 

Step 7: Performance Estimation: Compare the performance of the EM-NB and SVM classifiers using 

various evaluation metrics, including accuracy, precision, recall, F1-score, and ROC curves. 

3.2 Data Preprocessing  

Data pre-processing is a process of preparing the raw data and making it suitable for a machine learning 

model. It is the first and crucial step while creating a machine learning model. When creating a machine 

learning project, it is not always a case that we come across the clean and formatted data. And while 

doing any operation with data, it is mandatory to clean it and put in a formatted way. So, for this, we 

use data pre-processing task. 

Why do we need Data Pre-processing? 

A real-world data generally contains noises, missing values, and maybe in an unusable format which 

cannot be directly used for machine learning models. Data pre-processing is required tasks for cleaning 

the data and making it suitable for a machine learning model which also increases the accuracy and 

efficiency of a machine learning model. 

Step 1: Load the Hotel Review Dataset:  In this step, load the dataset into your data analysis 

environment. This dataset typically includes text reviews (the input) and corresponding labels (the 

output), which can be sentiments like "positive" or "negative." The goal is to train a model to predict 

these labels based on the text. 

Step 2:  Data Cleaning: Data cleaning involves several sub-steps: Removing Special Characters and 

Punctuation: Special characters (e.g., @, $, %) and punctuation (e.g., !, ?, .) are often irrelevant to 

sentiment analysis and can be removed to focus on the actual text content. Handling Irrelevant 
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Information: Sometimes, there might be metadata or other information in the text data that's not relevant 

to the analysis. You should remove such information to concentrate on the review text itself. 

Step 3: Tokenization: 

• Tokenization is the process of splitting the text into smaller units, such as words or phrases 

(tokens). This step is crucial because it breaks down the text into manageable pieces for further 

analysis. 

• For example, the sentence "I love this hotel" would be tokenized into ["I", "love", "this", 

"hotel"]. 

Step 4: Convert Text to Lowercase: 

• Converting all text to lowercase ensures consistency in your text data. It prevents the model 

from treating "good" and "Good" as two different words, which could lead to incorrect feature 

extraction and modeling. 

• For example, "Good" and "good" should be treated as the same word. 

Step 5: Remove Stop Words: 

• Stop words are common words in a language that often don't carry significant meaning and can 

be safely removed to reduce noise in the data. Examples include "the," "is," "and," "in," etc. 

• Removing stop words can help improve the efficiency of the model and reduce the 

dimensionality of the data without losing much valuable information. 

Step 6: Apply Stemming or Lemmatization: 

• Stemming and lemmatization are techniques used to reduce words to their root form, which 

helps in standardizing words and improving feature extraction. 

• Stemming: It involves removing suffixes from words to obtain the word stem. For example, 

"jumping" becomes "jump," "flies" becomes "fli," etc. Stemming is more aggressive but may 

result in non-words. 

• Lemmatization: It is a more advanced technique that reduces words to their base or dictionary 

form (lemma). For example, "better" becomes "good," "running" becomes "run," etc. 

Lemmatization is more accurate but computationally expensive. 

• The choice between stemming and lemmatization depends on your specific NLP task and 

dataset. 

4.3 Dataset Splitting  

In machine learning data pre-processing, we divide our dataset into a training set and test set. This is 

one of the crucial steps of data pre-processing as by doing this, we can enhance the performance of our 

machine learning model. Suppose if we have given training to our machine learning model by a dataset 

and we test it by a completely different dataset. Then, it will create difficulties for our model to 

understand the correlations between the models. If we train our model very well and its training 

accuracy is also very high, but we provide a new dataset to it, then it will decrease the performance. So, 

we always try to make a machine learning model which performs well with the training set and with 

the test dataset.  

Training Set: A subset of dataset to train the machine learning model, and we already know the output. 
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Test set: A subset of dataset to test the machine learning model, and by using the test set, model predicts 

the output. 

4.4 TF-IDF Feature Extraction 

TF-IDF which stands for Term Frequency – Inverse Document Frequency. It is one of the most 

important techniques used for information retrieval to represent how important a specific word or phrase 

is to a given document. Let’s take an example, we have a string or Bag of Words (BOW) and we have 

to extract information from it, then we can use this approach.  

Figure 4.2 shows the TF-IDF feature extraction block diagram. The tf-idf value increases in proportion 

to the number of times a word appears in the document but is often offset by the frequency of the word 

in the corpus, which helps to adjust with respect to the fact that some words appear more frequently in 

general. TF-IDF use two statistical methods, first is Term Frequency and the other is Inverse Document 

Frequency. Term frequency refers to the total number of times a given term t appears in the document 

doc against (per) the total number of all words in the document and the inverse document frequency 

measure of how much information the word provides. It measures the weight of a given word in the 

entire document. IDF show how common or rare a given word is across all documents. TF-IDF can be 

computed as 𝑡𝑓 ∗  𝑖𝑑𝑓 . 

 

Fig. 2: TF-IDF block diagram. 

TF-IDF do not convert directly raw data into useful features. Firstly, it converts raw strings or dataset 

into vectors and each word has its own vector. Then we’ll use a particular technique for retrieving the 

feature like Cosine Similarity which works on vectors, etc. 

Terminology 

t — term (word) 

d — document (set of words) 

N — count of corpus 

corpus — the total document set 

Step 1: Term Frequency (TF): Suppose we have a set of English text documents and wish to rank 

which document is most relevant to the query, “Data Science is awesome!” A simple way to start out 

is by eliminating documents that do not contain all three words “Data” is”, “Science”, and “awesome”, 

but this still leaves many documents. To further distinguish them, we might count the number of times 

each term occurs in each document; the number of times a term occurs in a document is called its term 

frequency. The weight of a term that occurs in a document is simply proportional to the term frequency. 

𝑡𝑓(𝑡, 𝑑)  =  𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑡 𝑖𝑛 𝑑 / 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑑 
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Step 2: Document Frequency: This measures the importance of document in whole set of corpora, 

this is very similar to TF. The only difference is that TF is frequency counter for a term t in document 

d, whereas DF is the count of occurrences of term t in the document set N. In other words, DF is the 

number of documents in which the word is present. We consider one occurrence if the term consists in 

the document at least once, we do not need to know the number of times the term is present. 

𝑑𝑓(𝑡)  =  𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒 𝑜𝑓 𝑡 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 

Step 3: Inverse Document Frequency (IDF): While computing TF, all terms are considered equally 

important. However, it is known that certain terms, such as “is”, “of”, and “that”, may appear a lot of 

times but have little importance. Thus, we need to weigh down the frequent terms while scale up the 

rare ones, by computing IDF, an inverse document frequency factor is incorporated which diminishes 

the weight of terms that occur very frequently in the document set and increases the weight of terms 

that occur rarely. The IDF is the inverse of the document frequency which measures the informativeness 

of term t. When we calculate IDF, it will be very low for the most occurring words such as stop words 

(because stop words such as “is” is present in almost all of the documents, and N/df will give a very 

low value to that word). This finally gives what we want, a relative weightage. 

𝑖𝑑𝑓(𝑡)  =  𝑁/𝑑𝑓 

Now there are few other problems with the IDF, in case of a large corpus, say 100,000,000, the IDF 

value explodes, to avoid the effect we take the log of idf . During the query time, when a word which 

is not in vocab occurs, the df will be 0. As we cannot divide by 0, we smoothen the value by adding 1 

to the denominator. 

𝑖𝑑𝑓(𝑡)  =  𝑙𝑜𝑔(𝑁/(𝑑𝑓 +  1)) 

The TF-IDF now is at the right measure to evaluate how important a word is to a document in a 

collection or corpus. Here are many different variations of TF-IDF but for now let us concentrate on 

this basic version. 

𝑡𝑓 − 𝑖𝑑𝑓(𝑡, 𝑑)  =  𝑡𝑓(𝑡, 𝑑)  ∗  𝑙𝑜𝑔(𝑁/(𝑑𝑓 +  1)) 

 

4. RESULTS  

4.1 Implementation 

The implementation of this work focused on creating a graphical user interface (GUI) application using 

the Tkinter library. The application is designed for hotel review analysis, including preprocessing text 

data, running machine learning algorithms (EM-Naive Bayes and SVM), and predicting sentiment and 

authenticity of reviews. Here's a breakdown of the code: 

⎯ Import Libraries: 

o The code starts by importing the necessary libraries for building the GUI and 

performing various data processing and machine learning tasks. These libraries include 

Tkinter, Matplotlib, NumPy, Pandas, NLTK, Scikit-Learn, and more. 

⎯ GUI Initialization: 

o The main window of the GUI is created using Tk() and given the title "Integrated NLP 

with Machine Learning for Improved Hotel Review Analysis." The window size is set 

to 1300x1200 pixels. 

⎯ Data Processing Functions: 
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o Several functions are defined for data processing and machine learning tasks. These 

functions include: 

▪ cleanPost(doc): Preprocesses a text document by removing special characters, 

punctuation, stop words, and lemmatizing words. 

▪ uploadDataset(): Allows the user to upload a dataset containing hotel reviews 

and labels. 

▪ preprocess(): Preprocesses the uploaded dataset by cleaning text, extracting 

features using TF-IDF, and splitting it into training and test sets. 

▪ TFIDFfeatureEng(): Performs TF-IDF feature extraction on the preprocessed 

text data. 

▪ gaussianKernelGramMatrixFull(X1, X2, sigma=0.1): Computes a Gaussian 

kernel Gram matrix for SVM. 

▪ EMNaiveBayes(): Runs the EM-Naive Bayes algorithm on the preprocessed 

data, calculates accuracy, and displays classification reports and confusion 

matrices. 

▪ runSVM(): Runs the SVM algorithm on the preprocessed data, calculates 

accuracy, and displays classification reports and confusion matrices. 

▪ predict(): Allows the user to upload a test review dataset, predicts sentiment 

and authenticity, and displays results. 

 

Figure 3. Preprocessed dataset. 
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Figure 3 represents the output of the TF-IDF (Term Frequency-Inverse Document Frequency) feature 

extraction process. It shows the TF-IDF vectors that were created from the preprocessed reviews. Each 

row corresponds to a review, and each column corresponds to a unique term in the corpus. The values 

in the matrix represent the TF-IDF weights of the terms in the reviews. 

Table 1 presents the classification report for the EM-Naive Bayes model. The classification report 

provides various metrics for each class (0 and 1) and overall averages. The metrics include accuracy, 

precision, recall, and F1-score. These metrics evaluate the performance of the model in predicting each 

class and overall. It also includes the support, which is the number of samples in each class. 

Table 1. EM-Naive Bayes Classification Report 

Class Accuracy Precision Recall F1-Score Support 

0 - 0.69 0.91 0.79 147 

1 - 0.90 0.66 0.76 173 

Macro Avg - 0.80 0.79 0.77 320 

Weighted Avg 0.78 0.80 0.78 0.77 320 

         

Like Table 1, this table 2 presents the classification report for the SVM model. It provides the same set 

of metrics for each class (0 and 1) and overall averages, which shows superior performance than the 

conventional EM-NB. 

Table .2. SVM Classification Report 

Class Accuracy Precision Recall F1-Score Support 

0 - 0.83 0.85 0.84 147 

1 - 0.87 0.85 0.86 173 

Macro Avg - 0.85 0.85 0.85 320 

Weighted Avg 0.85 0.85 0.85 0.85 320 

 

A confusion matrix visually represents the performance of a classification model. This figure 10.4 show 

the confusion matrix specific to the EM-NB model. It includes the true positives (TP), true negatives 

(TN), false positives (FP), and false negatives (FN) for both classes (0 and 1). 

 

Figure 4. EM-NB confusion matrix 
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Like Figure 4 Figure 5 represents the confusion matrix for the SVM model. It shows well the SVM 

model predicted each class and where the model made errors. 

 

Figure 5. SVM confusion matrix. 

Figure 6 shows the prediction results from test data. Here, for the applied test input tweet, the review 

predicted as truthful, fake, neutal. 

 

Figure 6. Prediction from test data. 

Figure 7 shows the sentiment graph. Here, the 13.4% of reviews are predicted as negative, 19.5% of 

reviews are predicted as positive, and 67.1% of reviews are predicted as neutral. 

 

Figure 7. Sentiment graph. 
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5. Conclusion 

This work focused on hotel review data analysis and prediction, the dataset was meticulously 

preprocessed by addressing text-related challenges such as special character removal, tokenization, 

lowercase conversion, stop word elimination, and stemming or lemmatization. Natural Language 

Processing (NLP) techniques were employed to extract meaningful features, including sentiment, and 

other relevant characteristics from the textual reviews. Furthermore, the TF-IDF technique was applied 

to transform the preprocessed text into numerical vectors, facilitating the representation of reviews as 

feature-rich sparse matrices. Two distinct classification approaches were considered: firstly, an existing 

EM-NB classifier was employed. EM-NB is notable for its ability to effectively handle missing data by 

incorporating the Expectation-Maximization algorithm into the traditional Naive Bayes framework. 

This classifier was trained using the TF-IDF transformed training data and subsequently evaluated on 

the test data utilizing an array of performance metrics, thereby enabling a comprehensive assessment of 

its predictive capabilities. Secondly, SVM classifier was proposed as an alternative to EM-NB. SVMs 

are renowned for their proficiency in text classification tasks. The SVM classifier was trained on the 

same TF-IDF transformed dataset, and hyperparameters, such as the choice of kernel function and 

regularization parameter, were carefully tuned to optimize its performance. Both the EM-NB and SVM 

classifiers were then utilized to predict hotel review sentiments or other pertinent labels on the test data. 

The resulting predictions were meticulously stored for subsequent analysis.  
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