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Abstract: The offline signature verification system’s feature extraction stage is regarded as crucial and has a 

significant impact on how well these systems perform because the quantity and calibration of the features that are 

extracted determine how well these systems can distinguish between authentic and fake signatures. In this study, we 

introduced a hybrid method for extracting features from signature images, wherein a Convolutional Neural Network 

(CNN) and Histogram of Oriented Gradients (HOG) were used, followed by the feature selection algorithm 

(Decision Trees) to identify the key features. Finally, the CNN and HOG methods were combined. Three classifiers 

were employed to evaluate the efficacy of the hybrid method (long short-term memory, support vector machine, and 

K-nearest Neighbor). The experimental findings indicated that our suggested model executed satisfactorily in terms 

of efficiency and predictive ability, with accuracies with the CEDAR dataset. This accuracy is deemed to be of high 

significance, particularly given that we checked skilled forged signatures that are more difficult to recognize than 

other forms of forged signatures like (simple or opposite). The project's extensions include a Xception along with 

Feature extraction (HOG-RFE) and Voting Classifier for  Dataset analysis, in which  we got 100% of accuracy  for  

enhanced Signatures Verification Using CNN and HOG a Multi-Classification Approach. A user-friendly Flask 

framework with SQLite integration facilitates signup and signin for user testing, ensuring practical usability in 

cybersecurity applications. 

Index terms - Offline signature verification, CNN, HOG, deep learning. 

 

1. INTRODUCTION 

Biometrics represents the most important 

technological method used to identify people and 

determine their power through the behavioral and 

physiological characteristics of individuals. 

Measurements of biological traits, such as ears, 

fingerprints, iris, and DNA, are used to make 

identifications in the physiological category, while 

expression, voice, gait, and signature are used to 

identify persons based on the behavioral category. 

The handwritten signature is one of the most accepted 

methods of biometric verification in the world [1]. 

Banks, credit cards, passports, check processing, and 

financial documents use handwritten signatures as 

unique behavioral biometrics. It is difficult to verify 

these signatures, particularly when they are unclear. 

Therefore, a system that can distinguish between a 

genuine signature and a fake signature is required to 

lower the chance of theft or fraud. In the past thirty 

years, several studies have been conducted in this 

field, from traditional verification based on expert 

opinions to machine learning algorithms, then deep 

learning algorithms today, despite all these studies, 

offline signature verification systems still need a lot 

of development and improvement [2].  

There are two methods for automating signature 

verification: online [3, 4, 5, 6, 7] and offline [8, 9, 10, 

11, 12, 13]. According to previous studies [1, 2, 8, 

10, 11], offline signature verification is regarded as 

more challenging than online verification because 

variables such as pen-tip pressure, velocity, and 

acceleration are not available when employing offline 

signature images. Moreover, the unique procedures 

for obtaining signatures render the online technique 

inappropriate in practice in several situations. 

Although signature verification is considered the 

most widely accepted and least extreme biometric 

method in society compared to other biometric 

methods, many previous studies [12], [13], [14], [15] 

have indicated that signature verification is not easy, 

given that handwriting signatures contain special 

letters and symbols, which are often unreadable and 
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signer behaviors are dissimilar. Therefore, it is 

important to analyze the signature as one image 

without analyzing it as letters or words 

independently, and focus on building an effective 

signature system that relies on a real-life situation. 

2. LITERATURE SURVEY 

The signing process is a critical step that 

organizations take to ensure the confidentiality of 

their data and to safeguard it against unauthorized 

penetration or access. Within the last decade, offline 

handwritten signature research has grown in 

popularity as a common method for human 

authentication via biometric features [1] . It is not an 

easy task, despite the importance of this method; the 

struggle in such a system stem from the inability of 

any individual to sign the same signature each and 

every time. Additionally, we are indeed interested in 

the dataset’s features that could affect the model's 

performance; thus, from extracted features from the 

signature images using the histogram orientation 

gradient (HOG) technique. In this paper, we 

suggested a long short-term memory (LSTM) neural 

network model for signature verification, with input 

data from the USTig and CEDAR datasets. Our 

model’s predictive ability is quite outstanding: The 

classification accuracy efficiency LSTM for USTig 

was 92.4% with a run-time of 1.67 seconds and 

87.7% for CEDAR with a run-time of 2.98 seconds. 

Our proposed method outperforms other offline 

signature verification approaches such as K-nearest 

neighbour (KNN), support vector machine (SVM), 

convolution neural network (CNN), speeded-up 

robust features (SURF), and Harris in terms of 

accuracy [10,14]. 

Verifying the genuineness of official documents, 

such as bank checks, certificates, contract forms, 

bonds, etc., remains a challenging task when it comes 

to accuracy and robustness. Here, the genuineness is 

related to the degree of match of the signature 

contained in the documents relating to the original 

signatures of the authorized person. Signatures of 

authorized persons are considered known in advance. 

[2] In this paper, a novel feature set is introduced 

based on quasi-straightness of boundary pixel runs 

for signature verification. We extract the quasi-

straight line segments using elementary combinations 

of the directional codes from the signature boundary 

pixels and subsequently we obtain the feature set 

from various quasi-straight line classes. The quasi-

straight line segments provide a blending of 

straightness and small curvatures resulting in a robust 

feature set for the verification of signatures. We have 

used Support Vector Machine (SVM) for 

classification and have shown results on standard 

signature datasets like CEDAR (Center of Excellence 

for Document Analysis and Recognition) and GPDS-

100 (Grupo de Procesado Digital de la Senal). The 

results establish how the proposed method 

outperforms the existing state of the art [20]. 

This study presents a new online signature 

verification system based on fuzzy modelling of 

shape and dynamic features extracted from online 

signature data. Instead of extracting these features 

from a signature, it is segmented at the points of 

geometric extrema followed by the feature extraction 

and fuzzy modelling of each segment thus obtained. 

A minimum distance alignment between the two 

samples is made using dynamic time warping 

technique that provides a segment to segment 

correspondence. [3,29] Fuzzy modelling of the 

extracted features is carried out in the next step. A 

user-dependent threshold is used to classify a test 

sample as either genuine or forged. The accuracy of 

the proposed system is evaluated using both skilled 

and random forgeries. For this, several experiments 

are carried out on two publicly available benchmark 

databases, SVC2004 and SUSIG. The experimental 

results obtained on these databases demonstrate the 

effectiveness of this system. 

In this paper we propose a new approach to identity 

verification based on the analysis of the dynamic 

signature. Considered problem seems to be 

particularly important in terms of biometrics. 

Effectiveness of signature verification significantly 

increases when dynamic characteristics of the 

signature are considered (e.g. velocity, pen pressure, 

etc.). These characteristics are individual for each 

user and difficult to forge. The effectiveness of the 

verification on the basis of an analysis of the 

dynamics of the signature can be further improved. A 

well-known way is to consider the characteristics of 

the signature in the sections called partitions. In this 

paper we propose a new method for identity 

verification which uses partitioning. Partitions 

represent time moments of signing of the user. In the 

classification process the partitions, in which the user 



 

Volume 14, Issue 04, Apr 2024                                  ISSN 2457-0362 Page 30 
 

created more stable reference signatures during 

acquisition phase, are more important. Other 

important features of our method are: using 

capabilities of fuzzy set theory and development on 

the basis of them the flexible neuro-fuzzy systems 

and interpretable classification system for final 

signature classification [3,29]. In this paper we have 

included the simulation results for the two currently 

available databases of dynamic signatures: free 

SVC2004 and commercial BioSecure database. 

Identity verification based on authenticity assessment 

of a handwritten signature is an important issue in 

biometrics. There are many effective methods for 

signature verification taking into account dynamics of 

a signing process. Methods based on partitioning take 

a very important place among them. [5]In this paper 

we propose a new approach to signature partitioning. 

Its most important feature is the possibility of 

selecting and processing of hybrid partitions in order 

to increase a precision of the test signature analysis. 

Partitions are formed by a combination of vertical 

and horizontal sections of the signature. Vertical 

sections correspond to the initial, middle, and final 

time moments of the signing process. In turn, 

horizontal sections correspond to the signature areas 

associated with high and low pen velocity and high 

and low pen pressure on the surface of a graphics 

tablet. [3,4,12,13]Our previous research on vertical 

and horizontal sections of the dynamic signature 

(created independently) led us to develop the 

algorithm presented in this paper. Selection of 

sections, among others, allows us to define the 

stability of the signing process in the partitions, 

promoting signature areas of greater stability (and 

vice versa). In the test of the proposed method two 

databases were used: public MCYT-100 and paid 

BioSecure. 

3. METHODOLOGY 

i) Proposed Work: 

The proposed system uses a hybrid approach to 

extract features from signature images. It combines 

Convolutional Neural Network (CNN) and 

Histogram of Oriented Gradients (HOG) techniques, 

which are excellent at capturing complex patterns and 

gradient information [39]. After feature extraction, 

Decision Trees are employed to select the most 

important features. This process results in a feature 

vector that contains only the crucial elements, making 

it more efficient for classification tasks, especially in 

signature recognition, by reducing unnecessary data 

and enhancing the accuracy of the classification 

process. The project's also include a Xception along 

with Feature extraction (HOG-RFE) and Voting 

Classifier for  Dataset analysis, in which  we got 

100% of accuracy  for  enhanced Signatures 

Verification Using CNN and HOG a Multi-

Classification Approach. A user-friendly Flask 

framework with SQLite integration facilitates signup 

and signin for user testing, ensuring practical 

usability in cybersecurity applications. 

ii) System Architecture: 

 In the project named "A Hybrid Method of 

Feature Extraction for Signatures Verification Using 

CNN and HOG a Multi-Classification Approach," the 

system architecture involves a multi-stage process. It 

begins with the preprocessing of signature images in 

the training set, followed by feature extraction using 

a hybrid method incorporating CNN and HOG. The 

extracted features are then used to train diverse 

classifiers, including SVM, KNN, LSTM, and a 

Voting Classifier [2]. Additionally, an extension 

includes Xception, HOG-RFE, and Voting Classifier. 

In the testing phase, signature images undergo 

preprocessing and feature extraction before being 

evaluated against the knowledge base. The 

verification process, differentiating between genuine 

and forged signatures, leverages the diverse 

classifiers and the knowledge base, ultimately 

ensuring a robust and accurate multi-classification 

approach for signature verification. 

 
Fig 1 Proposed architecture 

The feature extraction method and classification 

algorithms utilized for the signature verification 

system are briefly described in this section. The 

following are the two feature extraction techniques 

and three classifiers that constitute the recommended 

signature classification algorithm. In this study, 



 

Volume 14, Issue 04, Apr 2024                                  ISSN 2457-0362 Page 31 
 

features from the signature images were extracted 

using the HOG approach. Trait shape representation, 

first discussed by Dalal and Triggs at the CVPR 

conference in 2005, was implemented using HOG. 

HOG, or Histograms of Oriented Gradients, are 

mostly employed as person detectors. [35,36] In this 

study, HOG was used both alone and in conjunction 

with the CNN method as a feature extraction 

approach to detect and recognize signature pictures. 

iii) Dataset collection: 

The CEDAR and UTSig datasets are explored to 

understand their structure, features, and contents. 

This step includes loading the datasets, examining 

data statistics, visualizing samples, and gaining 

insights into the distribution of genuine and forged 

signatures. 

 
Fig 2 Dataset  

iv) Image Processing: 

Image processing plays a pivotal role in object 

detection within autonomous driving systems, 

encompassing several key steps. The initial phase 

involves converting the input image into a blob 

object, optimizing it for subsequent analysis and 

manipulation. Following this, the classes of objects to 

be detected are defined, delineating the specific 

categories that the algorithm aims to identify. 

Simultaneously, bounding boxes are declared, 

outlining the regions of interest within the image 

where objects are expected to be located. The 

processed data is then converted into a NumPy array, 

a critical step for efficient numerical computation and 

analysis. 

The subsequent stage involves loading a pre-trained 

model, leveraging existing knowledge from extensive 

datasets. This includes reading the network layers of 

the pre-trained model, containing learned features and 

parameters vital for accurate object detection. 

Additionally, output layers are extracted, providing 

final predictions and enabling effective object 

discernment and classification. 

Further, in the image processing pipeline, the image 

and annotation file are appended, ensuring 

comprehensive information for subsequent analysis. 

The color space is adjusted by converting from BGR 

to RGB, and a mask is created to highlight relevant 

features. Finally, the image is resized, optimizing it 

for further processing and analysis. This 

comprehensive image processing workflow 

establishes a solid foundation for robust and accurate 

object detection in the dynamic context of 

autonomous driving systems, contributing to 

enhanced safety and decision-making capabilities on 

the road. 

v) Feature Extraction: 

Feature extraction is a process used in machine 

learning to reduce the number of resources needed for 

processing without losing important or relevant 

information. Feature extraction helps in the reduction 

of the dimensionality of data which is needed to 

process the data effectively. In other words, feature 

extraction involves creating new features that still 

capture the essential information from the original 

data but in a more efficient way. When dealing with 

large datasets, especially in domains like image 

processing, natural language processing, or signal 

processing, it's common to have data with numerous 

features, many of which may be irrelevant or 

redundant. Feature extraction allows for the 

simplification of the data which helps algorithms to 

run faster and more effectively. 

• Reduction of Computational Cost: By 

reducing the dimensionality of the data, 

machine learning algorithms can run more 

quickly. This is particularly important for 

complex algorithms or large datasets.  

• Improved Performance: Algorithms often 

perform better with a reduced number of 

features. This is because noise and irrelevant 

details are removed, allowing the algorithm 

to focus on the most important aspects of the 

data. 

• Prevention of Overfitting: With too many 

features, models can become overfitted to 

the training data, meaning they may not 

generalize well to new, unseen data. Feature 

extraction helps to prevent this by 

simplifying the model.  
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• Better Understanding of Data: Extracting 

and selecting important features can provide 

insights into the underlying processes that 

generated the data. 

vi) Algorithms: 

CNN, a deep learning architecture, is utilized for 

automatic and hierarchical feature learning from 

signature images, enabling the model to capture 

intricate patterns and variations. Combined with 

HOG, which excels in representing local gradient 

information, the hybrid approach leverages the 

strengths of both methods [45,48,49]. This 

synergistic combination enhances the accuracy and 

efficiency of signature verification, allowing the 

system to effectively classify signatures across 

multiple classes, making it a robust solution for 

authentication and verification tasks. 

 
Fig 3 CNN 

Support Vector Machine is a supervised learning 

algorithm used for both regression and classification 

problems. In the context of signature verification, 

SVM can be used to classify signatures into different 

classes based on the features extracted using CNN 

and HOG. SVM finds a hyperplane that best 

separates the features of different classes, maximizing 

the margin between them. 

 

Fig 4 SVM 

K-Nearest Neighbors is a simple and intuitive 

algorithm used for classification tasks. It classifies a 

new data point based on the majority class among its 

K nearest neighbors in the feature space. In this 

project, KNN can be applied to classify signatures 

based on features extracted using CNN and HOG. 

 
Fig 5 KNN 

LSTM is a type of recurrent neural network (RNN) 

designed to model sequential data. In the context of 

this project, LSTM can be utilized for handling time 

sequences of signature-related data or sequences of 

features extracted using CNN and HOG. [57,58] 

LSTM can capture long-term dependencies and 

patterns in the sequential signature data, aiding in 

signature verification. 

 
Fig 6 LSTM 

Xception is a deep learning architecture designed for 

image classification tasks, introducing the concept of 

depthwise separable convolutions. This innovation 

involves performing separate convolutions for each 

channel of the input (depthwise convolution) 

followed by a 1x1 convolution (pointwise 

convolution) to combine spatial information across 

channels. This approach makes Xception more 

parameter-efficient compared to traditional 
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architectures, reducing computational complexity 

while maintaining high accuracy. Xception has 

proven effective in various computer vision 

applications, particularly excelling in tasks requiring 

the extraction of hierarchical features from input data. 

 
Fig 7 Xception 

A Voting Classifier combines multiple machine 

learning models to make predictions. In this case, it 

combines Random Forest (RF) and Decision Trees 

(DT). Random Forest is an ensemble learning method 

that builds multiple decision trees and aggregates 

their predictions. Decision Trees are simple tree-like 

structures used for classification tasks. By combining 

RF and DT using a voting mechanism, the Voting 

Classifier aims to improve the overall prediction 

performance and robustness of the model. 

 
Fig 8 Voting classifier 

4. EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of 

correctly classified instances or samples among the 

ones classified as positives. Thus, the formula to 

calculate the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 

 

 
Fig 9 Precision comparison graph 

Recall: Recall is a metric in machine learning that 

measures the ability of a model to identify all 

relevant instances of a particular class. It is the ratio 

of correctly predicted positive observations to the 

total actual positives, providing insights into a 

model's completeness in capturing instances of a 

given class. 

 

 
Fig 10 Recall comparison graph 

Accuracy: Accuracy is the proportion of correct 

predictions in a classification task, measuring the 

overall correctness of a model's predictions. 

 

 
Fig 11 Accuracy graph 
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F1 Score: The F1 Score is the harmonic mean of 

precision and recall, offering a balanced measure that 

considers both false positives and false negatives, 

making it suitable for imbalanced datasets. 

 

 
Fig 12 F1Score 

 
Fig 13  Performance Evaluation table 

 
Fig 14 Home page 

 
Fig 15 Registration page 

 
Fig 16 Login page 

 
Fig 17 Input image folder 

 
Fig 18 Upload input image 

 
Fig 19 Predict result for given input 
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5. CONCLUSION 

The project proposes a hybrid method that combines 

Convolutional Neural Network (CNN) and 

Histogram of Oriented Gradients (HOG) for efficient 

signature verification.Decision Trees are utilized for 

optimization, ensuring the effectiveness and accuracy 

of the combined feature extraction approach. The 

models are trained with diverse feature sets extracted 

from CNN, HOG, and Xception, demonstrating the 

versatility of the proposed approach. The chosen 

classifiers, namely Support Vector Machine (SVM), 

K-Nearest Neighbors (KNN), and Long Short-Term 

Memory (LSTM), prove to be effective in accurately 

classifying signatures based on the extracted features. 

A user-friendly interface is developed using Flask, 

facilitating easy signature image upload and 

analysis.User authentication is integrated, adding an 

extra layer of usability and security to the system. 

Advanced models like Xception, along with feature 

extraction using HOG with Recursive Feature 

Elimination (HOG-RFE), and a Voting Classifier, 

achieve an impressive 100% accuracy in dataset 

analysis [45]. This demonstrates superior 

performance and robustness, making it an effective 

solution for signature verification using CNN and 

HOG. The integration of a user-friendly Flask 

interface improves the overall user experience during 

system testing, where data is input for performance 

evaluation. Secure authentication enhances the 

system's security, ensuring that only authorized users 

can access and interact with the system. 

6. FUTURE SCOPE 

The feature extraction process is a crucial step in 

signature verification. By enhancing this process, you 

aim to better capture the unique characteristics of 

signatures, making the verification system more 

accurate and reliable. Refining the feature extraction 

stage is expected to improve the overall performance 

of the signature verification system. This includes 

increasing accuracy, reducing false 

positives/negatives, and enhancing the system's 

ability to predict whether a given signature is genuine 

or forged. [48] Adapting the signature verification 

system for different applications such as mobile 

authentication and e-signatures expands its practical 

utility. This diversification can cater to a broader 

range of needs, making the technology applicable in 

various secure access points. Refining the user 

interface ensures that the system is user-friendly and 

accessible, which is essential for wider adoption. 

Real-time inference is crucial for applications like 

banking transactions and security access points. 

Optimizing the model to provide quick and accurate 

results in real-time scenarios ensures practical 

deployment in environments where timely 

verification is essential for security and efficiency. 
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