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ABSTRACT 

In 2019, PricewaterhouseCoopers conducted a study highlighting five sharing sectors: travel, car 

sharing, finance, recruiting, and streaming music and videos. According to their findings, these sectors 

have the potential to significantly boost global revenue from $158 billion (estimated in 2019) to 

approximately $735 billion by the year 2033. Among these sectors, the travel industry has been 

significantly impacted by the emergence of new peer-to-peer (P2P) models like Airbnb. These platforms 

have disrupted the conventional reservation systems by offering a unique and personalized experience 

to consumers. As of now, Airbnb stands as the largest P2P hosting platform, boasting around 4 million 

ads in 2017 and having a valuation of $25 billion in 2015. One of the major reasons for the popularity 

of Airbnb is its ability to make rental sharing more cost-effective and convenient for both hosts and 

customers. However, as the customer experience plays a vital role in shaping their opinions and 

recommendations, online user reviews have a significant impact on the consumer interest in P2P 

platforms like Airbnb. Potential guests heavily rely on the feedback and ratings provided by previous 

users to make informed decisions about their bookings. Since trying out properties before making a 

reservation is not feasible, these reviews become crucial in influencing the customers' choices. With 

Airbnb emerging as the leading platform for short-term rental accommodations, it has become essential 

to understand the factors that contribute to customer satisfaction in the P2P hosting landscape. Various 

studies have been conducted in this direction, but there are still certain gaps that need to be addressed, 

especially concerning how different categories of customers perceive and approach their rental 

experiences. This understanding will be vital for the continued success and growth of P2P hosting 

platforms like Airbnb in the future. Therefore, this work proposes a data mining and machine learning 

models for the analysis of Airbnb data with cosine similarity. 

Keywords: Data mining, Recommendation system, Airbnb analysis, Cosine similarity. 

1. INTRODUCTION 

AIRBNB and the accommodation business have been growing significantly in the world. In recent 

years, Airbnb hosts have provided services for nearly 6.5 million customers for over 2.1million nights 

with the total revenue of $540 million. This booming business shows growth where the listings of hotel 

in Airbnb continue to grow from 15,000 in 2016 to 30,000 in 2019. As the number of hotels increase, 

the market has become more competitive. With the prevailing cutthroat competition, for a listing to find 

the maximum occupancy in a year, they must be appealing for the customer on the Airbnb platform. In 

2015, PricewaterhouseCoopers [1] pointed out that five sharing sectors (travel, car sharing, finance, 

recruiting, and streaming music and videos) have the potential to increase global revenue from $15 

billion (estimated in 2015) to around $ 335 billion in 2025. By focusing on the travel sector, the 

appearance of new peer-to-peer (P2P) models such as Airbnb has the effect of disrupting the classic 

reservation system [2] by offering an experience different to consumers. Airbnb is currently the largest 

P2P hosting platform. It contained around 4 million ads in 2017 and was valued at $25 billion in 2015 

[3]. Taking into account the popularity of Airbnb, customers and hosts are predisposed to view rental 
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sharing as cheaper as the platform allows each of them to rent the property with global visibility instead 

of using traditional intermediaries [4] while offering an unprecedented experience given the 

particularity of certain properties on offer (such as igloos or castles) compared to traditional 

accommodation, in particular that offered by hotels [5]. In addition, this different experience stimulates 

the hedonic value of the customers [6]. However, since the customer experience is a determining factor 

that can have an impact on the recommendations of the latter and taking into account that products 

related to hosting cannot be tried before purchase [7], consumer interest in listings displayed on P2P 

platforms (of which Airbnb is one) is influenced by online user reviews [8]. It even happens that the 

latter have an impact on the purchasing decision since they constitute a major source of information [9] 

and thus contribute to electronic word of mouth (eWOM) which has radically restructured the 

relationship between the business and the consumer [10].  

2. LITERATURE SURVEY 

The sharing/collaborative consumption economy has made great strides in recent years. It is a form of 

consumption where people share goods or services online. It represents collaborative activities to 

benefit, provide, or share access to goods or services, coordinated by online services that are based on 

a community of users [12]. Interactions between users of this form of consumption are often provided 

by P2P sites or platforms that facilitate contact and coordinate the exchange [14]. Moreover, the 

platforms of this new type of economy have acquired a significant market share in several segments 

such as transport (Uber and Cabify) and accommodation (Airbnb and CouchSurfing) [13]. Although 

the sharing economy has long existed in tightly knit communities, its shift to a much larger scale was 

the result of certain conditions including the rapid adoption of new technologies and low entry 

requirements for startups [13]. 

Collaborative consumption allows people to perceive the benefits of ownership while at a reduced cost, 

ensuring it becomes an alternative to traditional home ownership [14]. Among the services that are part 

of collaborative consumption is P2P tourism. P2P tourism brings together activities carried out by 

tourists who interact with the attributes of the destination (including gastronomy, entertainment, and 

visits to natural and cultural heritage) made available by peers [15]. P2P tourism ensures a direct 

relationship between the host and the customer, which has the effect of promoting the authenticity 

perceived by the latter vis-à-vis their tourist experience [65]. Additionally, hosts can offer local 

experiences to their guests who, by engaging with the community, discover how the city of their stay 

lives [17]. Residents themselves can, through P2P tourism, contribute to tourism-related business 

activities. Indeed,  

Hamari et al. [18] identified four main factors that arouse the willingness to participate in the activities 

of the sharing economy as a service provider, namely, sustainability, pleasure, reputation, and economic 

benefits, especially with the development of political reforms in favor of the collaborative economy by 

certain large cities including San Francisco, Paris, London, and Singapore [19].  

Since 2007, the first P2P tourism platforms have appeared, except they were not very popular. However, 

some of them have had great success over time, in this case, Airbnb whose activity is linked to P2P 

hosting which, in March 2018, had more than 150 million users and 640,000 hosts [20]. 

Airbnb is a leading platform for short-term accommodation and a pioneer in the sharing economy. It is 

a service that connects people who have a space to share with people who are looking for 

accommodation. Airbnb describes itself as a trusted community marketplace for people to list, discover, 

and book unique accommodations around the world [21]. Since its launch in 2008, Airbnb has grown 

very rapidly with more than 2 million ownerships worldwide and over 50 million customers who used 

their services in 2015 [22]. 
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As with the rest of the collaborative consumption platforms, technological innovations have simplified 

the process of entering the market and allowed it to facilitate the list of searchable for consumers and 

reduce transaction costs. Airbnb provides better reach by reducing consumer search costs as electronic 

marketplaces reduce inefficiencies caused by buyer search costs [23]. This significant advantage has 

placed it at the forefront of competition with traditional providers of accommodation services (such as 

hotels and guesthouses). Indeed, certain stays with Airbnb can replace certain hotel stays, which affects 

the turnover of the latter. This impact can be differentiated by geographic area, by hotel market segment, 

or by season [21]. For example, Credit Suisse analysts estimated that Airbnb led to an 18.6% drop in 

revenue per room in January 2015 in New York [22]. 

Faced with this situation, the managers of hotel chains sometimes make contemptuous statements 

concerning competitors such as Airbnb, arguing their remarks by the fact that these platforms are a 

niche market, or target market segments complementary to those targeted by hotels. In fact, Airbnb for 

its part announced that 70% of the properties offered on its platform are located outside hotel zones 

[23]. What is certain is that P2P hosting platforms (in this case, Airbnb) have changed customers’ 

perceptions of their trepidation. Many of the latter are looking for low-cost housing and direct 

interaction with the local community. This interaction was preceded by direct interaction with the host 

through the P2P platform. This has helped transform the market and attracted mainstream consumers 

by giving them the opportunity to rent properties as tourist residences [23]. 

3. PROPOSED METHODOLOGY 

3.1 Overview 

The primary objective of this project is to analyze and gain insights from a dataset containing 

information about Airbnb listings. Additionally, the project aims to build a recommendation system to 

suggest similar listings to users based on textual descriptions. Overall, this project combines data 

analysis, data visualization, and natural language processing (NLP) techniques to extract valuable 

insights from Airbnb listing data and provide users with recommendations based on listing descriptions. 

It demonstrates a comprehensive approach to exploring and utilizing data for practical applications in 

the hospitality industry. 

Step 1: Data Loading and Exploration 

⎯ The project begins by loading the dataset from a CSV file ("train.csv") using the pandas library. 

⎯ Initial data exploration is conducted to understand the dataset's structure, including data types, 

missing values, and a preview of the data. 

Step 2: Data Visualization 

⎯ Various data visualization techniques are employed to better understand the dataset: 

⎯ A pie chart is used to visualize the distribution of room types in Airbnb listings. 

⎯ Price data is cleaned and plotted to show price fluctuations over a three-month period. 

⎯ The top neighbourhoods with the most reviews are identified and displayed in a bar chart. 

⎯ The neighborhood with the most real estate listings is determined. 

⎯ The number of entries per neighborhood and per month is presented. 

⎯ Histograms are used to visualize the distribution of neighbourhoods. 

Step 3: Map Visualization – It includes an interactive map visualization, displaying Airbnb listings for 

the month of February. Each listing is marked on the map with additional transit information available 

in pop-up form. 
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Step 4: Neighborhood Review Analysis – It identifies and analyzes neighbourhoods with the highest 

review scores. This information is presented in a horizontal bar chart. 

Step 5: Room Type Analysis – It calculates and displays the average number of people that each room 

type can accommodate. 

Step 6: Text Data Preprocessing – The textual data from the "name" and "description" columns is 

preprocessed for further analysis. This includes steps such as removing punctuation, converting to 

lowercase, removing stop words, and performing lemmatization. 

Step 7: Recommendation System 

⎯ It builds a recommendation system for Airbnb listings based on the textual descriptions of each 

listing. 

⎯ It uses the TF-IDF (Term Frequency-Inverse Document Frequency) technique to vectorize the 

textual data. 

⎯ Cosine similarity is computed between listings to identify similar listings. 

⎯ A function called recommend() is provided to recommend similar listings based on a given 

listing ID. 

Step 8: Top Co-Occurring Words – It identifies the top 10 pairs of words that commonly co-occur in the 

descriptions of listings, providing insights into frequently associated terms. 

3.2 Data Preprocessing  

Data pre-processing is a process of preparing the raw data and making it suitable for a machine learning 

model. It is the first and crucial step while creating a machine learning model. When creating a machine 

learning project, it is not always a case that we come across the clean and formatted data. And while 

doing any operation with data, it is mandatory to clean it and put in a formatted way. So, for this, we 

use data pre-processing task. A real-world data generally contains noises, missing values, and maybe in 

an unusable format which cannot be directly used for machine learning models. Data pre-processing is 

required tasks for cleaning the data and making it suitable for a machine learning model which also 

increases the accuracy and efficiency of a machine learning model. 

• Getting the dataset 

• Importing libraries 

• Importing datasets 

• Finding Missing Data 

• Encoding Categorical Data 

• Splitting dataset into training and test set 

Importing Libraries: To perform data preprocessing using Python, we need to import some predefined 

Python libraries. These libraries are used to perform some specific jobs. There are three specific libraries 

that we will use for data preprocessing, which are: 

Numpy: Numpy Python library is used for including any type of mathematical operation in the code. It 

is the fundamental package for scientific calculation in Python. It also supports to add large, 

multidimensional arrays and matrices. So, in Python, we can import it as: 

import numpy as nm 

Here we have used nm, which is a short name for Numpy, and it will be used in the whole program.  
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Matplotlib: The second library is matplotlib, which is a Python 2D plotting library, and with this library, 

we need to import a sub-library pyplot. This library is used to plot any type of charts in Python for the 

code. It will be imported as below: 

import matplotlib.pyplot as mpt 

Here we have used mpt as a short name for this library. 

Pandas: The last library is the Pandas library, which is one of the most famous Python libraries and used 

for importing and managing the datasets. It is an open-source data manipulation and analysis library.   

Handling Missing data: The next step of data preprocessing is to handle missing data in the datasets. 

If our dataset contains some missing data, then it may create a huge problem for our machine learning 

model. Hence it is necessary to handle missing values present in the dataset. There are mainly two ways 

to handle missing data, which are: 

• By deleting the particular row: The first way is used to commonly deal with null values. In this 

way, we just delete the specific row or column which consists of null values. But this way is 

not so efficient and removing data may lead to loss of information which will not give the 

accurate output. 

• By calculating the mean: In this way, we will calculate the mean of that column or row which 

contains any missing value and will put it on the place of missing value. This strategy is useful 

for the features which have numeric data such as age, salary, year, etc. 

Encoding Categorical data: Categorical data is data which has some categories such as, in our dataset; 

there are two categorical variables, Country, and Purchased. Since machine learning model completely 

works on mathematics and numbers, but if our dataset would have a categorical variable, then it may 

create trouble while building the model. So, it is necessary to encode these categorical variables into 

numbers. 

Feature Scaling: Feature scaling is the final step of data preprocessing in machine learning. It is a 

technique to standardize the independent variables of the dataset in a specific range. In feature scaling, 

we put our variables in the same range and in the same scale so that no variable dominates the other 

variable. A machine learning model is based on Euclidean distance, and if we do not scale the variable, 

then it will cause some issue in our machine learning model. Euclidean distance is given as: 

 

Figure 1: Feature scaling 
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3.3 Splitting the Dataset  

In machine learning data preprocessing, we divide our dataset into a training set and test set. This is one 

of the crucial steps of data preprocessing as by doing this, we can enhance the performance of our 

machine learning model. Suppose if we have given training to our machine learning model by a dataset 

and we test it by a completely different dataset. Then, it will create difficulties for our model to 

understand the correlations between the models. If we train our model very well and its training 

accuracy is also very high, but we provide a new dataset to it, then it will decrease the performance. So 

we always try to make a machine learning model which performs well with the training set and also 

with the test dataset. Here, we can define these datasets as: 

 

Figure 2: Splitting the dataset. 

Training Set: A subset of dataset to train the machine learning model, and we already know the output. 

Test set: A subset of dataset to test the machine learning model, and by using the test set, model predicts 

the output. 

For splitting the dataset, we will use the below lines of code: 

from sklearn.model_selection import train_test_split   

x_train, x_test, y_train, y_test= train_test_split(x, y, test_size= 0.2, random_state=0)   

Explanation 

• In the above code, the first line is used for splitting arrays of the dataset into random train and 

test subsets. 

• In the second line, we have used four variables for our output that are 

• x_train: features for the training data 

• x_test: features for testing data 

• y_train: Dependent variables for training data 

• y_test: Independent variable for testing data 

• In train_test_split() function, we have passed four parameters in which first two are for arrays 

of data, and test_size is for specifying the size of the test set. The test_size maybe .5, .3, or .2, 

which tells the dividing ratio of training and testing sets. 

• The last parameter random_state is used to set a seed for a random generator so that you always 

get the same result, and the most used value for this is 42. 

3.4 TF-IDF Feature Extraction 

TF-IDF, short for Term Frequency-Inverse Document Frequency, is a commonly used technique in NLP 

to determine the significance of words in a document or corpus. To give some background context, a 

survey conducted in 2015 showed that 83% of text-based recommender systems in digital libraries use 
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TF-IDF for extracting textual features. That’s how popular the technique is. Essentially, it measures the 

importance of a word by comparing its frequency within a specific document with the frequency to its 

frequency in the entire corpus. The underlying assumption is that a word that occurs more frequently 

within a document but rarely in the corpus is particularly important in that document. 

3.4.1 Mathematical formula for calculating TF-IDF 

TF (Term Frequency) is determined by calculating the frequency of a word in a document and dividing 

it by the total number of words in the document. 

⎯ TF = (Number of times the word appears in the document) / (Total number of words in the 

document) 

⎯ IDF (Inverse Document Frequency), on the other hand, measures the importance of a word 

within the corpus as a whole. It is calculated as: 

⎯ IDF = log((Total number of documents in the corpus) / (Number of documents containing the 

word)) 

The tf-idf value increases in proportion to the number of times a word appears in the document but is 

often offset by the frequency of the word in the corpus, which helps to adjust with respect to the fact 

that some words appear more frequently in general. TF-IDF use two statistical methods, first is Term 

Frequency and the other is Inverse Document Frequency. Term frequency refers to the total number of 

times a given term t appears in the document doc against (per) the total number of all words in the 

document and The inverse document frequency measure of how much information the word provides. 

It measures the weight of a given word in the entire document. IDF show how common or rare a given 

word is across all documents. TF-IDF can be computed as tf * idf  

 

Fig. 3: TF-IDF block diagram. 

TF-IDF do not convert directly raw data into useful features. Firstly, it converts raw strings or dataset 

into vectors and each word has its own vector. Then we’ll use a particular technique for retrieving the 

feature like Cosine Similarity which works on vectors, etc. 

Terminology 

t — term (word) 

d — document (set of words) 

N — count of corpus 

corpus — the total document set 

Step 1: Term Frequency (TF): Suppose we have a set of English text documents and wish to rank 

which document is most relevant to the query, “Data Science is awesome!” A simple way to start out is 

by eliminating documents that do not contain all three words “Data” is”, “Science”, and “awesome”, 
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but this still leaves many documents. To further distinguish them, we might count the number of times 

each term occurs in each document; the number of times a term occurs in a document is called its term 

frequency. The weight of a term that occurs in a document is simply proportional to the term frequency. 

𝑡𝑓(𝑡, 𝑑)  =  𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑡 𝑖𝑛 𝑑 / 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑑 

Step 2: Document Frequency: This measures the importance of document in whole set of corpora, 

this is very similar to TF. The only difference is that TF is frequency counter for a term t in document 

d, whereas DF is the count of occurrences of term t in the document set N. In other words, DF is the 

number of documents in which the word is present. We consider one occurrence if the term consists in 

the document at least once, we do not need to know the number of times the term is present. 

𝑑𝑓(𝑡)  =  𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒 𝑜𝑓 𝑡 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 

Step 3: Inverse Document Frequency (IDF): While computing TF, all terms are considered equally 

important. However, it is known that certain terms, such as “is”, “of”, and “that”, may appear a lot of 

times but have little importance. Thus, we need to weigh down the frequent terms while scale up the 

rare ones, by computing IDF, an inverse document frequency factor is incorporated which diminishes 

the weight of terms that occur very frequently in the document set and increases the weight of terms 

that occur rarely. The IDF is the inverse of the document frequency which measures the informativeness 

of term t. When we calculate IDF, it will be very low for the most occurring words such as stop words 

(because stop words such as “is” is present in almost all of the documents, and N/df will give a very 

low value to that word). This finally gives what we want, a relative weightage. 

𝑖𝑑𝑓(𝑡)  =  𝑁/𝑑𝑓 

Now there are few other problems with the IDF, in case of a large corpus, say 100,000,000, the IDF 

value explodes, to avoid the effect we take the log of idf . During the query time, when a word which 

is not in vocab occurs, the df will be 0. As we cannot divide by 0, we smoothen the value by adding 1 

to the denominator. 

𝑖𝑑𝑓(𝑡)  =  𝑙𝑜𝑔(𝑁/(𝑑𝑓 +  1)) 

The TF-IDF now is at the right measure to evaluate how important a word is to a document in a 

collection or corpus. Here are many different variations of TF-IDF but for now let us concentrate on 

this basic version. 

𝑡𝑓 − 𝑖𝑑𝑓(𝑡, 𝑑)  =  𝑡𝑓(𝑡, 𝑑)  ∗  𝑙𝑜𝑔(𝑁/(𝑑𝑓 +  1)) 

Step 4: Implementing TF-IDF: To make TF-IDF from scratch in python, let’s imagine those two 

sentences from different document: 

first sentence: “Data Science is the sexiest job of the 21st century”. 

second sentence: “machine learning is the key for data science”. 

4. RESULTS AND DISCUSSION 

Figure 4 shows the top rows of the Airbnb dataset, providing a glimpse of the structure and content of 

the dataset. It includes columns like listing ID, host ID, name, neighbourhood, room type, price, and 

other relevant information.  
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Figure 4: Displaying the header of sample dataset from Airbnb. 

 

Figure 5: Plot of price fluctuation over 3 months. 
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Figure 6: Histogram of variable neighbourhood. 

Figure 6 shows a histogram depicting the distribution of listings across different neighbourhoods. It 

gives an overview of how listings are distributed among various areas. Figure 7 displays a plot 

comparing the prices of different room types to identify the most expensive one. It’ s bar chart 

highlighting the variation in prices.  

 

Figure 7: Plot of the most expensive room type. 
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Figure 8: Neighbourhoods with the best review score. 

In Figure 8, it reveals the neighbourhoods that receive the highest review scores from guests. It’s simple 

visualization showing the average review scores for different areas. Similarly, Figure 9 illustrates the 

process of creating a new data frame with only the columns related to listing ID, name, and description. 

This subset of data could be used for generating recommendations. In Figure 10, it shown a snippet of 

preprocessed data where multiple columns or datasets have been combined (concatenated) to create a 

comprehensive dataset for analysis. This includes columns related to listing details, review scores, and 

more. 

 

Figure 9: New data frame creation containing only id, name, and description for recommendations. 

 

Figure 10: Sample preprocessed data with concatenation. 
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5. CONCLUSION  

In our analysis of Airbnb data, several valuable insights have been uncovered in short-term 

accommodations. One of the key findings was the prevalence of "Entire home/apartment" as the most 

common room type among Airbnb listings. This suggests that many hosts offer entire properties for 

rent, catering to guests looking for private and self-contained accommodations. It also delved into the 

fluctuation of prices over a three-month period, spanning February, March, and April. This analysis 

revealed that the mean prices of Airbnb listings vary throughout the year. Such insights can be incredibly 

useful for travellers planning their trips, helping them choose the most budget-friendly times to book 

their stays. This analysis identified the top five neighbourhoods with the highest number of reviews, 

shedding light on the most popular areas among Airbnb guests. Additionally, the neighborhood with the 

most real estate listings, providing information about areas with a high density of available properties 

also highlighted. These findings are essential for both travellers and property owners, as they offer 

valuable location-based insights. This research analysis also examined the number of entries per 

neighborhood and per month, offering a detailed breakdown of listing activity. This information can be 

beneficial for hosts looking to optimize their pricing and availability strategies based on seasonal 

demand trends. Furthermore, it also explored the most common room types in each neighborhood, 

helping travellers understand the diversity of accommodations in different areas. For travellers looking 

for luxury or unique stays, our system identified the most expensive room type based on mean prices. 

This insight can guide travellers in making informed choices that align with their budget and 

preferences. To provide a visual representation of Airbnb listings, the proposed system used interactive 

maps that displayed property locations along with transit information, enhancing the travel planning 

experience. 
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