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ABSTRACT  

Congestion management in connectionless packet-switched wide-area networks is 

challenging because of the rapid expansion of such networks as the Internet. This thesis 

provides a variety of control techniques that fit the criteria of a rate-based framework for 

congestion management in such networks. A suite of simulated tests shows how successful 

the framework is in relieving congestion, and compares it to more conventional end-to-end 

congestion management strategies. According to experiments, rate-based congestion 

management is quite effective. Congestion control in such networks is also greatly improved 

by using a rate-based approach. 
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INTRODUCTION 

Congestion management in connectionless 

packet-switched wide-area networks is 

challenging because of the rapid expansion 

of such networks as the Internet. This 

thesis provides a variety of control 

techniques that fit the criteria of a rate-

based framework for congestion 

management in such networks. Congestion 

is a major issue in these networks, and this 

part outlines the problem, evaluates the 

existing techniques used to deal with 

congestion, and discusses potential options 

published in the literature. In the next 

chapters, I detail my proposed rated-based 

congestion management paradigm, 

discussing its implications and defining its 

key parameters. Finally, the framework is 

put through its paces in a number of 

network simulations, where it is compared 

to various existing approaches; the 

experimental findings and a summary of 

these simulations are presented in the third 

portion.  

DISCONNECTED 

PACKESWITHOUT-A-CENTER 

NETWORKS  

Congestion is a problem on almost all 

online systems. Congestion in wide-area 

networks, in general, and networks with an 

Internet-like design, in particular, are the 

focus of this thesis. The under discussion 

network design contains the following 

features:  

1. The network is a distributed system in 

which nodes provide information to other 

nodes across interconnected connections. 

There is no predetermined structure (such 

as a spanning tree, hypercube, etc.) among 

the linked nodes.  

2. There are no links in the network. 

Bandwidth and other network resources 

are not set aside between a data sender and 

receiver. The Transport Layers at the 

source and destination may establish 

"connections" between the two ends, but 

the other nodes in the network are unaware 

of this. 
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3. The third key point is that packet 

switching is used for the network. Each 

packet is handled separately and sent to its 

intended recipient. They may travel 

numerous routes, and they could get there 

at random.  

4. Nodes, sometimes called packet 

switches, gateways, or, more generally, 

routers, are responsible for forwarding 

packets of varying sizes from one network 

to the next. Typically, routers would 

temporarily store receiving packets in a 

buffer before sending them out through the 

network connection. More information on 

this topic follows. 5. Semi-static routing is 

used in the network.  

5. Some routes may evolve gradually over 

time, but most of them are rather stable.  

6. Sixth, no data sources are limited by the 

network's bandwidth. If the source host 

tries to send data faster than the networks 

and nodes between them can handle, the 

data will be dropped.  

7. No service assurances are made, and it 

is presumed that link bandwidths remain 

constant. No error- or flow-control 

mechanisms are anticipated on any 

connection.  

8. There is no assurance of data transfer 

quality from the network. Bandwidth is 

limited across the network's connections, 

while storage capacity at individual nodes 

is limited for messages waiting routing. 

Data may be deleted if network nodes are 

unable to deliver it to its final destination. 

Best-effort networks are another name for 

this setup.  

9. An internetwork constitutes this 

network. The linkages between the nodes 

in the network may be almost anything. 

There might be significant differences in. 

 

FUNCTIONS OF ROUTERS  

Routers are the devices that connect all the 

individual nodes in a network. These direct 

data packets from entering connections to 

the correct outgoing links, guaranteeing 

that they reach their final destination. A 

router's fundamental design is seen in 

Figure 1. There are I inbound connections 

and O outgoing connections on the router. 

Although I and O are often 

interchangeable, they are not always the 

same. Data may either flow in both ways 

simultaneously via a full-duplex channel 

formed by an input and an output 

connection, or in one direction only 

through a half-duplex channel. The input 

buffers store data packets until they may 

be processed. The Packet Selection 

Function decides which packets in the 

buffer should be sent to the Routing 

Function. The Routing Function uses a 

routing table, which is semi-static, to 

identify which outbound connection a 

packet must be sent on in order to travel 

closer to its destination. The Packet 

Dropping Function receives packets from 

the Routing Function and queues them in 

the link's output buffer after the right 

connection has been determined. The 

packet is sent over the connection to the 

next router, or the ultimate destination, 

whenever it reaches the end of the queue. 

To determine which packets in the input 

buffers should be sent where, the Packet 

Selection Function may pick and select. 

While First-In First-Out is the usual 

strategy, when resources are limited, 

alternative selection criteria may be more 

appropriate. There are two major 

stumbling blocks in the current design of 

routers. To begin, the router needs a 

certain amount of time to decode the 
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network header of the arriving packet, 

figure out the path for the packet, then 

send the packet on its way over an 

outbound connection. The outgoing 

connection incurs a delay as well, 

depending on whether it's only the packet's 

transmission time or includes a wait for the 

link to become clear (in the case of a half-

duplex link). These lags add up to a major 

snag. 

 
Figure 1- Basic Router Architecture 

In order to avoid packets from being lost 

while the router waits for an outbound 

connection to become clear, the second 

bottleneck signals that the router must be 

prepared to buffer output packets. If 

packets are arriving too rapidly for the 

router to handle, they will be lost. Since 

there are two bottlenecks, the router must 

buffer them. The input and output buffers 

of a router are, by definition, limited in 

size. When a router's buffer is full, it can 

no longer accept any further packets, and 

the router must reject them. Because of 

this, the data flow between the source and 

the destination is disrupted, and the source 

must typically retransmit the data. If the 

router's output buffer is already at 

capacity, it will have to reject the packet or 

one from the output queue before it can 

queue the unqueued packet. The Packet 

Dropping Function makes the call. For the 

input buffers, this is not possible since the 

packet is not stored in the router's memory 

until it has been queued in the input 

buffers. As a result, the router cannot 

choose which packets are dropped during 

input, and packet loss is possible. Finally, 

the buffers in the router might have their 

own dedicated memory or they can share 

the main memory. If the former is used, 

then no buffer will fill up until the router’s 

entire RAM has been assigned to buffers. 

In the latter case, the use of one buffer has 

no effect on the utilization of any other 

buffer. 

CLOGGING IN DECENTRALIZED 

PACKET-SWITCHENED 

NETWORKS  

When packets are discarded because of a 

shortage of available buffer space, we say 

that the network is crowded. Congestion in 

the network may be anticipated with this 

design. There is no way for a data source 

to secure dedicated network resources for 

its data's final destination. Therefore, it 

cannot calculate the maximum possible 

data transfer rate between itself and the 

destination. One or more routers will start 

queuing packets in their buffers if the 

source is sending data at a pace that cannot 

be maintained between the source and the 

destination. If packets continue to build up 

in the queue, the source's packets will be 

dropped and data will be lost. Data 

retransmission and additional time spent in 

transit between the source and the 

destination are the inevitable outcomes of 

the source's endeavour to ensure 

transmission dependability. 
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Figure 2 Network Performances as a 

Function of Load 

When more data is being sent via the 

network at once, the throughput grows 

linearly. The routers' buffers, however, 

begin to fill when the demand approaches 

the network's capacity. The result is a 

decrease in throughput and an increase in 

reaction time (the amount of time it takes 

for data to travel from its origin to its 

destination through the network). When 

the buffers in the routers are full, packet 

loss happens. Once the load exceeds this 

threshold, packet loss becomes more 

likely. At the moment of congestion 

collapse, reaction time approaches infinity 

and throughput approaches zero. Because 

of the precipitous decline in output, this 

moment is often referred to as the cliff. 

Power, which is measured in terms of 

throughput divided by reaction time, is 

also shown in Figure 2. At the knee, the 

power is at its strongest. 

SYSTEMS FOR MANAGING 

CONGESTION  

There are two main types of congestion 

management for networks. The goal of 

congestion control mechanisms is to 

maintain network performance at the 

Figure 2 knee. The goal of congestion 

recovery strategies is to maintain network 

performance to the left of the cliff shown 

in Figure 2. A network's reaction time and 

energy efficiency may be improved with 

the help of a congestion avoidance 

technique, which works to maintain 

network traffic at a manageable level. To 

keep the network up and avoid data loss, 

congestion recovery schemes are used. 

"Without congestion recovery a network 

may cease operating, whereas networks 

have been operating without congestion 

avoidance for a long time." Obviously, it is 

preferable to run the network at the point 

where power is maximized, even while 

congestion recovery avoids network 

failure. 

FACTORS INVOLVED IN 

NETWORK LOADING  

The following variables contribute to 

network congestion:  

1. The number of users and the volume of 

their traffic; the structure of the network in 

terms of its connections, their connectivity, 

and the characteristics of each link;  

2. Thirdly, source, router, and destination 

operational factors, such as buffer size, 

processing speed, and system architecture;  

3. Mechanisms for regulating traffic 

between data-flow originators and 

receivers, implemented at the Transport 

Layers  

4. Avoiding and recovering from 

congestion in routers and sources; 

techniques for admitting packets at the 

Network and Link levels of both sources 

and destinations; techniques for discarding 

packets at the Router and Destination 

layers. 
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CONCLUSION 

In order to manage congestion in 

connectionless packet-switched networks, 

this thesis describes the development and 

evaluation of a rate-based architecture. 

Congestion happens in a network when its 

resources are overburdened, leading to 

longer wait times for data to be processed 

by routers and, finally, packet loss. 

Congestion control in the relevant 

networks is to ensure that the load imposed 

on the network is manageable and does not 

lead to congestion by allocating resources 

and regulating the sources of network 

traffic. End-to-end based congestion 

management systems like TCP have 

historically used indirect information like 

packet loss and changes in round-trip 

durations to establish whether and how a 

network is crowded. Congestion 

management and equitable distribution of 

network resources are two areas where 

these approaches have been demonstrated 

to fall short. It has been proposed that 

other methods, such as packet queueing 

and packet loss schemes, might help 

remedy some of the issues with the end-to-

end systems. However, they may only be 

used when there is already heavy traffic on 

the network. DecBit and Source Quench 

are two recent examples of congestion 

management algorithms that give back to 

the source clear information about network 

congestion. In order to get each source to a 

transmission level that produces peak 

network power, these binary-feedback 

methods need several round-trip 

repetitions. 
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