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Abstract—The proposedesearch work specifies the modified version of binary vedic multiplier
using vedic sutras of ancient vedic mathematics.It provides modification in preliminarilry
implemented vedic multiplier.The modified binary vedic multiplier is preferable has shown
improvement in the terms of the time delay and also device utilization.The proposed technique was
designed and implemented in Verilog HDL.For HDL simulation, modelsim tool is used and for
circuit synthesis, Xilinx is used.The simulation has been done fort,48bbit, 16 bit,32 bit
multiplication operation. Only for 32 bit binary vedic multiplier technique the simulation results
are shown.This modified multiplication technique is extended for larger sizes. The outcomes of
this multiplication technique is commal with existing vedic multiplier techniques

1. INTRODUCTION 4) carrypropagate addition of the two

1.1 Overview: operands to obtain the final result. The
BINARY multipliers are a widely used recoding type is a key issue, since it
building block element in the design of determines the number of partial
microprocessors and embedded systems, and products.
therefore, they are an important target for The usual recoding process recodes a
implementation optimization. Current binary operand into asigneddigit operand
implementations of binary multiplication with digits in a minimally redundant digit set.
follow the steg of : Specifically, for radixr (r = 2m), the binary
1) recoding of the multiplier in digits in  operand is composed of nonredundant radix
a certain number system; digits (by just making groups of m bits), and
2) digit multiplication of each digtbhy t hese are recoded from t
the multiplicand, resulting in a certan t heset {17r /2, ..., 11, 0,
number of partial products; complexity of digit multiplications. For -bit
3) reduction of the partial product operands, a total of n/m partial products are
array to two operands wusing gener at ed for t woobs
multioperand addition techniques; representation, and (n + 1)/m for unsigned

representation. Radi modified Both is a
widely used recoding method, that recodes a
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binary operand into radi# signed digits in the delay optimized, while partial product
set {12, 11, O, 1, 21} reduttibns weeg ssifferahe incrgasinglya seriouse ¢ o

since the digit multiplication step to generate problems related to a complex wiring and
the partial products only requires simple shifts glitching due to unbalanced signal paths. It is
and canplementation. recognized in the literature that a radix

The resulting number of partial recoding leads to lower power multipliers
products is about n/2. Higher radix signed compared to radid recoding at the cost of
recoding is less popular because the generatiorhigher latency (as a combinational block,
of the partial products requires odd multiples without considering pipelining). Moreer,
of the multiplicand which can not be achieved although the radpdmultiplier requires the
by means of simple sh#, but require carry  generation of more odd multiples and has a
propagate additions. For instance, for radix more complex wiring for the generation of
4signed digit recodi npartidl 9toduttd) ea mkderg i nicrograceésson s
ir7, ..., O0,..., 7, 8}, design dorsidered & to beethe deabstdchoroal fort i p
the multiplicand have to be generated. low power (under the specific ostraints for
Specifically, it is required to generate x3, x5, this microprocessor).
and x7 multiples (x6 is obtained by simple In some optimizations forrad&& t wo 0 S
shift of x3). The generation of each of these complement multipliers were introduced.
odd multiplies requires a two term addition or Although for nbit operands, a total of n/2
subtraction, yielding a total of three carry partial products are generated, the
propagate additions. resultingmaximum height of the partial product
1.2 LITERATURESURVEY: array is n2 + 1 elements to be added (in just

However, the advantage of thegh one of the columns). This extra height by a
radix is that the number of partial products is singlebit row is due to the +1 introduced in
further reduced. For instance, for radiand A the bit array to make th
bit operands, about n/4 partial products are the most significant partial product (when the
generated. Although less popular than ratlix  recoded most significant digit of tiaultiplier
there exist industrial instances of ra@ixand is negative). The maximum column height
radix-4multiplier in microprocessors may determine the delay and complexity of the
implementations. The choice of these radices isreduction tree, authors showed that this extra
related to area/delay/power optimization of column of one bit could be assimilated (with
pipelined multipliers (or fused multiplier adder just a simplified three bit addition) with the
as in the case of a Intel Itanium most significant pa of the first partial product
microprocessor), for balancing delay between without increasing the critical path of the
stages and/areduce the number of pipelining recoding and partial product generation stage.
flip-flops. The result is that the partial product array has a

A further consideration is that carry maximum height of n/2. This reduction of one
propagate adders are today highly energy bit in the maximum height might be witerest
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for high-performanceshoib i t wi dt h addedwsah snain parameter that determines
complement multipliers (small n) with tight the performance of the multiplier. To reduce
cycle time constraints, that are very common the number of partial products to be added,
in SIMD digital signal processing applications. with increasing parallelism, the amount of
Moreover, if n is a power of two, the shifts between the partial products and
optimization allows to use &n4-2 carrysave intermediate sums to be added will increase
adders for the reduction tree, potentially which may result in reduced speed, increase
leading to regular layouts. These kind of in silicon area due to irregularity of structure
optimizations can become particularly and also increased power consumption due
important as they may add flexibility to the to increase in interconnect resulting from
Aoptimal 06 design of t koemppliepxe Iri metdi mu.l t Ol i Be . ¢

2. LITERATURE SURVEY parallel o multipliers cc
2.1 EXISTING METHODS- achieve better performance for area and
MULTIPLERS: power consumption. The selection of a
2.1.1 MULTIPLERS parallel or serial multiplier actually depends

Multipliers play an important role in on the nature of application. In this lecture
todayods digital si gnaWwe iptnoduaedhe snultiplcatiennatjorithrasr i o u s
other applications. With advances in and architecture and compare them in terms
technology, many researchers have tried and of speed, area, power and combination of
are trying to design multipliers which offer these metrics. AND gates are used to

either of the following design targets generate the Partial Products (PP). If the

1. High seed, multiplicand is Nbits and the Multiplier is

2. Low power consumption, M-bits then there is N* M partial product.

3. Regularity of layout and hence less 2.1.2 HISTORY OF MULTIPLIERS
area or even combination of them in The early computer systems had
one multiplier thus making them what are known as Multiply and Accumulate
suitable for various high speed, units to perform multiplication between two

4. Low power and compact VLSI binary unsigned numbers. The Multiply and
implementation. Accumulate unit was the simplest
The common multiplication method implementation of a multiplier. The basic

i s Aaddi fatnod asl gor i t h rblock diagrampod suahl d ®dtem is given
multipliers number of partial products to be  below.
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Fig.2.1Multiplier Block Diagram

2.1.3 IMPLEMENTATION

The MAC unit requires a -Bit
multiplicand register, -bit multiplier
regiser, a 4bit full adder and an -8it
accumulator to hold the product. In the
figure above the product register holds the
8-bit result. In a typical binary
multiplication, based on the multiplier bit
being processed, either zero or the
multiplicand is shiftd and then added.

Following the same process would
require an &it adder. Instead, in the above
design the contents of the product register
are shifted right by one position and the
multiplicand is added 5 to the contents. This
multiply and accumulate &tk is also
known by the name serighrallel multiplier
as the multiplier bits are processed serially
but the addition takes place in parallel. The
second type of multiplier is the parallel array
multiplier.

The desire to speed up the rate at which the
output is generated resulted in the
development of this category of multiplier.

In a serialparallel multiplier discussed
above, it takes one clock cycle to process
one bit of the data input at any given time.
Therefore, when working on an-bit input

it would take at least N clock cycles to
generate the final output. In a parallel array
multiplier the result is obtained as soon as
inputs are presented to the multiplier. This is
mainly because of the use of AND array
structure to compute the partial product
terms. Once the partial product terms are
generated the only delay in generating the
output is contributed by the adders which
sum the partial product termscolumn wise to
generate the result.
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3. VEDIC MULTIPLICATION
ALGORITHMS
3.1 HISTORY OF VEDIC

MATHEMATICS:-

Vedic mathematics is part of four Vedas
(books of wisdom). It is part of Sthapatya
Veda (book on civil engineering and
architecture), which is an upeda
(supplement) of Atharva Veda. It covers
explanation of several mdern mathematical
terms including arithmetic, geometry (plane,
co-ordinate), trigonometry, quadratic
equations, factorization and even calculus.
His Holiness Jagadguru Shankaracharya
Bharati Krishna Teerthaji Maharaja (1884
1960) comprised all this worlogether and
gave its mathematical explanation while
discussing it for various applications.
Swalhiji constructed 16 sutras (formulae) and
16 Upa sutras (sub formulae) after extensive
research in Atharva Veda. Obviously these
formulae are not to be found present text

of Atharva Veda because these formulae
were constructed by Swamiji himself. Vedic
mathematics is not only a mathematical
wonder but al so it [
VM has such a degree of eminence which
cannot be disapproved. Due these
phenomeal characteristic, VM has already
crossed the boundaries of India and has
become a leading topic of research abroad.
VM deals with several basic as well as
complex mathematical operations.
Especially, methods of basic arithmetic are
extremely simple and peerful.
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3.2 ALGORITHMS
MATHEMATICS:-
3.2.1 VEDIC MULTIPLICATION

The proposed Vedic multiplier is based on
the Vedic multiplication formulae (Sutras).
These Sutras have been traditionally used
for the multiplication of two numbers in the
decimal number system. In this work, we
apply the same ideas to the binary number
system to make the proposed algorithm
compatible with the digital hardware. Vedic
multiplication based on some algorithms,
some are discussed below:

3.2.1.1 Urdhva Tiryakbhyam sutra

The multiplier is based on an algorithm
Urdhva  Tiryakbhyam  (Vertical &
Crosswise) of ancient Indian Vedic
Mathematics. Urdhva Tiryakbhyam Sutra is
a general multiplication formula applicable
to all cases of multiplication. It literally
means
based on a novel concept through which the
generation of all partial products can be
done with the concurrent addition of these
partial products. The parallelism in
generation of partial products and their
gumnhaﬂo% hi& %ﬂ)tainedT l@@a Urdfava W hy
Triyakbhyam explained in fig 2.1. The
algorithm can be generalized for n x n bit
number. Since the partial products and their
sums are calculated in parallel, the
multiplier is independent of the clock
frequency of the processor. Thus the
multiplier will require the same amount of
time to calculate the product and hence is
independent of the clock frequency. The net
advantage is that it reduces the need of
microprocessors to operate at increasingly

OF VEDIC
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high clock frequencies. While a higher clock  structure. Due to its regular structure, it can
frequency generally results in increased be easily layou in a silicon chip. The
processing power, its disadvantage is that it Multiplier has the advantage that as the
also increases power dissipation which number of bits increases, gate delay and area
results in higher device operating increases very slowly as compared to other
temperatures. By adopting the Vedic multipliers. Therefore it is time, space and
multiplier, microprocessors designers can power efficient. It is demonstrated that this
easily circumvent tbse problems to avoid architectwe is quite efficient in terms of
catastrophic device failures. The processing silicon area/speed.

power of multiplier can easily be increased 4. EXISTING METHODS

by increasing the input and output data bus

widths since it has a quite a regular 4.1 Vedic Wallace Multiplier

In general, Wallace tree addition uses full adders toextensively reduce the partial products.

STEP1 STEP2 STEP3
252 Result=12 252 Result=38 252  Result=48
84 15 pre carry=0 8 «/g- pre carry=1 82(6 pre carry=3
’ 3 E P2
Camry=1 canry=3 camry=>
STEP4 STEPS
252 Result=48 252 Result=16
8X6 pre carry=> 8| 46 pre carry=>
3% s 3 213192 2|1
==l <

252x846=213192

Figure 3.1 Multiplication of Two Decimal Numbers: 252x846

When the critical path is compared between in Figure 2 and are named as p0O to p3. For
the critical path in 4 bit conventional and  Wallace tree multiplier, a 3:2 reduction is
Vedic multiplier, for a 4bit multiplier, 4 used, so that the partial products are reduced
partial products will be generated, as shown from 4 to 3. The Delay in critical path is
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given by the addition of 3 full adder sums, 2
full adder carry, and half addearry. The

critical path for Vedic mathematics as
shown in Figure 3, is given by 2FAS is
reduced by 3HAS and in terms of XOR
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instead of 4XOR i.e., less carry propagation
delay than the conventional method. Hence,
Vedic-Wallace has a variable improvement
over design ware depending upon the
number of bits in  multiplication

gates, VediWallace uses 3XOR gates

a 2] Pl[1]
P3[3] P31 *Tl-‘l P3[1]

)P" [01r0|l“1 P1IOIPOI11
||

o =]
s

Ximn X[s] X[s1 X[4] X[31 X[z

Figure 3.2 4x4 Multiplier using Wallace Tree
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Figure 3. 4x4 Multiplier using Vedic Reduction
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5. PROPOSED METHOD

5.1. INTRODUCTION

Any proposed system must be efficient in
terms of power, speed and size as per
growing technology. In early days Vedic
mathematics is based on 16 vedic sutras.By
using Vedic methods the mathematical
operations are fast and theopessing speed
to perform the operations can be improved.
There has been many existing binary
multipliers which are efficient.

Il. MULTIPLIER

A binary multiplier [3] can be used in digital
electronics as a electronic circuit,such as in
computers to findhe product of two binary
numbers.Carbcoopy of normal
multiplication technique is used by binary
multiplier,the multiplicand is multiplied
with each bit of the multiplier beginning
from the least significant bit.Two half
adder(HA) modules can be usedarder to
implement a zbit binary multiplier.A no of
computer arithmetic calculations can be
used to appliance digital multiplier.Among
these techniques many imply computing a
set of partial products, and then summing
the generated partial products togethig.

1, shows 2x2 binary multiplier.
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Al Bl

AD B A1BO  ADBD
HALF ADDER
HALF ADDER
! y
P3 P2 Pl PO

Fig. 1. 2x2 Binary Multiplier
A. Ripple Carry Adder(RCA)
In a multiplier number of Full adders are
arranged in a manner to give the results of
an addition operation of -bit binary
sequence.The input to next Futlder stage
is obtained from the previous carry output of
adder,it repeats until it reaches to the ending
stage.Fig. 2 shows Four bit(RCA) Ripple
Carry Adder [4].
1. VEDIC MULTIPLIER
The mode used by Vedic multiplier [6] is
Vedic mathematics.By using thitechnique
it will increase,and consumes
fewerhardware elements.The sutra [6] used
by  Vedic multiplier is  Urdhva
Tiryakbhyam[3] which means Vertically as
well as Crosswise. The Fig. 3 shows block
diagram of 32 bit vedic multiplier circuit.
The2 input bitsare separated into 2 similar
parts the vertical and cross product
calculations can be done as shown in Fig. 3,
with inputs A[31:0] and B[31:0].As shown
in the Fig. 3, the 2 adders are used in the
design of intermediate stages of the
addition.The output cay Cout from these
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two adders is given as input to another
RCA.If bits are not of equal sizes
concatenate them.For 3t Modified Vedic
multiplier the outputs of parallel adder is
given to OR gate and of the size of last RCA
is reduced to half. Fig. 3,hews 32bit
Vedic multiplier.

3 A3 ¥[2) [ Y1) X1 Yol X[ol
Ly L L
Full | c2] | mar | Cll | Ful clo] | Ful
Cout Adder Relder hddder Adder o G
! =
HE) 52) 1) sl0]

Fig. 2. 4Bit Ripple Carry Adder

AN B Al By

VR R A

T8It Bnary 181t Dnary
Mulbpler Mukpimr

Allm Bl

CIERSI

| 2Bt Hirary
Multigligr

Fig. 3. 4Bit Vedic Multiplier
IV. MODIFIED VEDIC MULTIPLIER
In the proposed paper, the two parallel
adders are replaced by CSA [4] for the better
execution of the multipliearchitecture. The
recommended modified Vedic
multiplication methodology is done in the
following for 4 bit inputs, A(A3-A0) and
B(B3 -B0) and 8 bit output S (SB0).
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Sl da b
« BaBxBiBo
[Azfa)x(BiBo)  [Asfo)dBiBo)
{Aafax(BaBa)  (AsAo)x(BzBa)
57 58 55 B¢ B3 52 51 50

A multiplier of 2 bit is used to calculate
intermediate stage results, and the ouiput
4 bits. (A3A2)(B3B2) using 2 bit multiplier
generates result: S33S32S31S30
(A3A2)(B1BO) wusing 2 bit multiplier
generates result: S23S522S521S20
(A1A0)(B3B2) wusing 2 bit multiplier
generates result: S13S12S11S10
(A1A0)(B1BO) wusing 2 bit multiplier
generats result: S03S02S01S00

B M LT T B BI22] ALY BiGy  AjL0|
L o

1-Bit Multipher

TBit Muliplir 208 Mylfipler 2:B% Miltipier

-t idger

s[r4)] s8] s[4
Fig. 4. Modified 4 Bit Vedic Multiplier
The 4 bit CSA Carry Save Adder [4] is used
to add three 4 bit data inputs:
S$23S22S21S20, S13S12S11S10 and
S31S30 S03 S02. The proposed 4 bit
modified Vedic multiplier [7] is designed
and theFig. 4 shows it. The last two MSBs
of CSA outputs are given as inputs to OR
gate. In addition, the last stage 4 bit RCA is
replaced by 2 bit adder circuit through
which the output value of OR gate can be
controlled. One of the input to last stage 2
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bit adcer[6] is obtaining from the output of
or gate.

SIMULATION RESULTS

First, a 4bit Vedic multiplier is designed
and in the same manner the size of Vedic
multiplier is increased up to 3Bit i.e, 8bit,
16-bit, and then 3it using RCA and then
by using C& [4][8], the modified 4bit
PROPOSED METHOD RESULTS
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Vedic multiplier is implemented and in the
same way the size of the modified vedic
multiplier is increased upto 3t i.e, 8, 16,
and 32 bit[7]. For the functionality
verification it was done usingMODELSIM
and the final syntésis is done by using
XILINX ISE DESIGN SUITE.And also the
working of the modelsim process is shown
in the following:

Device Utilization Summary (estimated values) [
Logic Utilization Used Available Utilization
Number of Sice LUTs Kl 204000 0%
Number of fully used LUTFF pairs 0 Kl 0%
Number of bonded [0Bs 16 600 )
4x4

EXTENSION METHOD RESULTS
Simulation results

(na
5
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?é produd3:0]
B L0
B o)
B npL)

2 PR

[/ e T R IR VoI T - T B S
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———

1t} 3 [} 1 X 2 ) 0 1m0 X 12 X & X o } 007 )
I
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Design Summaries
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Device Utilization Summary (estimated values) [
Logic Utilization Used Available Utilization
Number of Slice LUTs 4 204000 0%
Number of fully used LUT-FF pairs 0 4 0%
Number of bonded 10Bs 8 600 1%
2X2
Device Utilization Summary (estimated values) [
Logic Utilization Used Available Utilization
Number of Slce LUTs N 04000 0%
Number of full used LUT-FF pairs 0 U 0%
Number of bonded 10Bs I 600 T
4x4
Device Utilization Summary (estimated values) [l
Logic Utilization Used Available Utilization
Number of Sice LUTs 14 204000 0%
Number of fully used LUT-FF pairs 0 124 0%
Number of bonded 10Bs k) il %
8x8
Device Utilization Summary (estimated values) [l
Logic Utilization Used Available Utilization
Number of Slice LUTs 554 204000 0%
Mumber of fully used LUT-FF pairs 0 554 0%
Number of bonded 10Bs A4 600 10%

16x16
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Device Utilization Summary (estimated values) []
Logic Utiization Used Available Utlization
Numoer ofSice LU 34 240 %
Number of flly used LLTF pais 0 14 0%
Mumoer ofbonced I08s b il 1t
32x32

Time summaries

Timing constraint: Default path analy=sis
Total number of paths / destination ports: 14 / 4

Delavy: 0.793n=s (Levels of Logic = 3)
Source: a«<0> (PAD)
Destination: product<3> (PA4D)

Data Fath: a<0> to product<3>

Gate Het
Cell:in->out fanout Delay Delay Logical Hame (Net Name)
IBUF:I->0 4 0.000 0.470 a_0_TBUF (a_0_TIEUF)
LUT4:I0->0 1 0.043 0.279 HHZ/coutl iproduct_3 OBUF)
CBUF:I->0 0.000 product 3 CBUF (product<i>)
Total 0.793n= (0.043n= logic, 0.750n= route)

(5.4% logic, 94.6% route)

2X2

Volume 12, Issue 03, March 2021 ISSN 2581 - 4575 Page 68



International Journal For Advanced Research
In Science & Technology

IJARST ISSN: 2457-0362
Cell:in->»out fanout D;I;; DEI;; Logical Name (Net Name)
ISUF:150 6 0.000 0.479 a3 ISUF (a_3_ISUF)
LUT4:I0->0 2 0.043 0.548 VVSIHHEIHxDI_s_xD(D}l [product3<2>)
LUTIS:I0->0 3 0.043 0.466 RleFSfoDI_sam_xD(D}l (RC1/suml<2>)
LUT4:I0->0 4 0.043 0.442 RC1/F22/coutl [Rlecoat_tl(l}]
LUT6:I3->0 2 0.043 0.461 RCEIF&IHxDI_sam_xD(D}l (RC2/5uml<33>)
LUTIS:I1->0 2 0.043 0.347 RC2/F23/coutl [RCEfCDJt_tl(E}]
LUT6:I4->0 1 0.043 0.550 OCO<1>1 (O0<1>)
LUT6:I0->0 1 0.043 0.279 RCSIFEIHxDI_sam_xD(D}l (product_7_OBUF)
CBUF:I->0 0.000 product 7 OBUF (product<7r)
;;;;1 ______________________ ;j;;;;;_;ajgalns logic, 3.572ns route)
[7.8% logic, 92.2% route)
4x4
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