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ABSTRACT 

Intentionally deceptive content presented under the guise of legitimate journalism is a 

worldwide information accuracy and integrity problem that affects opinion forming, decision 

making, and voting patterns. Most so-called ‘fake news’ is initially distributed over social 

media conduits like Facebook and Twitter and later finds its way onto mainstream media 

platforms such as traditional television and radio news. The fake news stories that are initially 

seeded over social media platforms share key linguistic characteristics such as making 

excessive use of unsubstantiated hyperbole and non-attributed quoted content. In this paper, 

the results of a fake news identification study that documents the performance of a fake news 

classifier are presented. The Textblob, Natural Language, and SciPy Toolkits were used to 

develop a novel fake news detector that uses quoted attribution in a Bayesian machine 

learning system as a key feature to estimate the likelihood that a news article is fake. The 

resultant process precision is 63.333% effective at assessing the likelihood that an article with 

quotes is fake. This process is called influence mining and this novel technique is presented 

as a method that can be used to enable fake news and even propaganda detection. In this 

paper, the research process, technical analysis, technical linguistics work, and classifier 

performance and results are presented. The paper concludes with a discussion of how the 

current system will evolve into an influence mining system. 

1. INTRODUCTION 

Intentionally deceptive content presented under the guise of legitimate journalism (or ‘fake 

news,’ as it is commonly known) is a worldwide information accuracy and integrity 

problem that affects opinion forming, decision making, and voting patterns. Most fake news 

is initially distributed over social media conduits like Facebook and Twitter and later finds its 

way onto mainstream media platforms such as traditional television and radio news. The fake 

news stories that are initially seeded over social media platforms share key linguistic 

characteristics such as excessive use of unsubstantiated hyperbole and non-attributed quoted 

content. The results of a fake news identification study that documents the performance of a 

fake news classifier are presented and discussed in this paper. 

2. LITERATURE SURVEY 

1)  When Fake News Becomes Real: Combined Exposure to Multiple News 

Sources and Political Attitudes of Inefficacy, Alienation, and Cynicism 

AUTHORS:  M. Balmas 

This research assesses possible associations between viewing fake news (i.e., political satire) 

and attitudes of inefficacy, alienation, and cynicism toward political candidates. Using survey 
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data collected during the 2006 Israeli election campaign, the study provides evidence for an 

indirect positive effect of fake news viewing in fostering the feelings of inefficacy, alienation, 

and cynicism, through the mediator variable of perceived realism of fake news. Within this 

process, hard news viewing serves as a moderator of the association between viewing fake 

news and their perceived realism. It was also demonstrated that perceived realism of fake 

news is stronger among individuals with high exposure to fake news and low exposure to 

hard news than among those with high exposure to both fake and hard news. Overall, this 

study contributes to the scientific knowledge regarding the influence of the interaction 

between various types of media use on political effects. 

2) Miley, CNN and The Onion  

AUTHORS: D. Berkowitz and D. A. Schwartz  

Following a twerk-heavy performance by Miley Cyrus on the Video Music Awards program, 

CNN featured the story on the top of its website. The Onion—a fake-news organization—

then ran a satirical column purporting to be by CNN's Web editor explaining this decision. 

Through textual analysis, this paper demonstrates how a Fifth Estate comprised of bloggers, 

columnists and fake-news organizations worked to relocate mainstream journalism back to 

within its professional boundaries. 

3)  The Impact of Real News about “Fake News”’: Intertextual 

Processes  and Political Satire 

AUTHORS: P. R. Brewer, D. G. Young, and M. Morreale 

This study builds on research about political humor, press metacoverage, and intertextuality 

to examine the effects of news coverage about political satire on audience members. The 

analysis uses experimental data to test whether news coverage of Stephen Colbert’s Super 

PAC influenced knowledge and opinion regarding Citizens United, as well as political trust 

and internal political efficacy. It also tests whether such effects depended on previous 

exposure to The Colbert Report (Colbert’s satirical television show) and traditional news. 

Results indicate that exposure to news coverage of satire can influence knowledge, opinion, 

and political trust. Additionally, regular satire viewers may experience stronger effects on 

opinion, as well as increased internal efficacy, when consuming news coverage about issues 

previously highlighted in satire programming. 

4)  Stopping Fake News 

AUTHORS:   M. Haigh, T. Haigh, and N. I. Kozak 
Social media is acting as a double-edged sword for universe in a way of consuming news. On 

one side, its ease of access, popularity and low cost distribution channel lead people to gain 

news from social media. On other side, it is also acting as a source of spread of `fake news'. 

The extensive spread of fake news on social media, websites are impacting society 

negatively. This makes extremely important to combat the spread of fake news and to aware 

the society. In this paper, we offer a review which lists out the sources of fake news, its types, 

generation, motivation and examples. Also, some approaches are suggested to spot and stop 

fake news spread. 
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5) With Facebook, Blogs, and Fake News, Teens Reject Journalistic 

&quot;Objectivity&quot 

AUTHORS: R. Marchi 

This article examines the news behaviors and attitudes of teenagers, an understudied 

demographic in the research on youth and news media. Based on interviews with 61 racially 

diverse high school students, it discusses how adolescents become informed about current 

events and why they prefer certain news formats to others. The results reveal changing ways 

news information is being accessed, new attitudes about what it means to be informed, and a 

youth preference for opinionated rather than objective news. This does not indicate that 

young people disregard the basic ideals of professional journalism but, rather, that they desire 

more authentic renderings of them. 

 

3. IMPLEMENTATION 

MODULES: 

 Social Media Mining System Construction 

 User Topical Package Model Mining 

 Route Package Mining 

 Travel sequence recommendation 

MODULES DESCSRIPTION: 

Social Media Mining System Construction 

 In the first module we develop the system for the evaluation of our proposed model 

and thus make the system construction module with social media mining system. 

 Our topic package space is the extension of textual descriptions of topics such as 

ODP. We use the topical package space to measure the similarity of the user topical 

model package (user package) and the route topical model package (route package). 

In our paper, we construct the topical package space by the combination of two social 

media: travelogues and community-contribute photos. To construct topical package 

space, travelogues are used to mine representative tags, distribution of cost and 

visiting time of each topic, while community-contributed photos are used to mine 

distribution of visiting time of each topic. 

 The reasons for using the combination of social media are (1) travelogues are more 

comprehensive to describe a location than the tags with the photos which are with so 

many noises; (2) it is difficult to mine a user’s consumption capability and the cost of 

POIs directly by the photos or the tags with the photos; (3) to season, although both 

media could offer correct visiting season information of POIs, the number of photos 

of a POI is far larger than the number of travelogues. (4) the time difference between 

where the user lives and the “data taken” of community contributed photos of where 

he or she visits make the taken time inaccurate. 

User Topical Package Model Mining 

 User topical package model (user package) is learnt from mapping the tags of user’s 

photos to topical package space. It contains user topical interest distribution  
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(U), user consumption capability (U), preferred travel time distribution (U) and 

preferred travel season distribution . 

 In this module, we introduce how to extract the user package, which contains user 

topical interest distribution, user consumption capability distribution, preferred travel 

time distribution and preferred travel season distribution. 

 First we introduce user’s topical interest mining from mapping user’s tags to the 

topical package space. Then, we introduce how to get topical space mapping method. 

 We map the textual description (tags) of user‘s community photos to the topical 

package space to present the user’s travel preference of different topics, which is 

defined as user topical interest distribution. We assume that if a user’s tags appear 

frequently in one topic and less in others, the user has a higher interest towards this 

topic.  

 We use the cost distributions of the all the topics and distribution of use’s topical 

interest to present a user’s consumption capability. If a user usually takes part in 

luxurious activities like Golf and Spas, his consumption capability is very likely to be. 

If a user usually takes part in some cheap things, his consumption capability is likely 

to be low, and we tend not to recommend him luxurious topics. 

Route Package Mining 

 Route topical package model (route package) is learnt from mapping the travelogues 

related to the POIs on the route to topical package space. It contains route topical 

interest, route’s cost distribution, route’s time distribution and season distribution. 

 To save the online computing time, we mine travel routes and the attribute of the 

routes offline. After mining POIs, to construct travel routes, we analyze the spatio-

temporal structure of the POIs among travelers’ records. 

 We construct the spatio-temporal structure of the POIs according to the “data taken”. 

POI with the earlier timestamp is defined as the “in”. POI with a later timestamp, on 

the contrary, is defined as “out”. Then we count the times of “in” and “out” from POI 

to others by the records of all the users after filtering. A greedy algorithm is then 

applied to find the time sequence of these POIs. Thus, we finish famous routes mining 

and obtain famous routes of each city. 

Travel sequence recommendation 

 After mining user package and route package, in this module, we develop our travel 

routes recommendation module. It contains two main steps: (1) routes ranking 

according to the similarity between user package and routes packages, and (2) route 

optimizing according to similar social users’ records. 

 After POI and route ranking module, we get a set of ranked routes. Here, we further 

describe the optimization of top ranked routes according to social similar users’ travel 

records. Firstly, we introduce how to mine social similar users and their travel 

records. Then we introduce how to optimize the roads by social users’ travel records. 

3 techniques will be used to calculate score 

1) Source: any person who is writing news will give his name or a person name on 

which he writing articles 
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2) CUE: using this we will extract VERBS or VERBS phrases, if news is real then it will 

have verb types of words 

3) Quotes: all articles will be on some topics and person will describe that topic name 

under quotes. So we will look for quotes in articles to determine fake or real news. 

Document examples 

 

"When “Mitt Romney” was governor of Massachusetts, we didnt just slow the rate of growth 

of our government, we actually cut it."  

 

In above sentence quotes are there and it’s talking about ‘Mitt Romney’ and it’s contains 

some verbs such as ‘was, didn’t, slow, cut'. By analysing above 3 features from articles we 

can come to the conclusion whether news is FAKE or REAL. 

 

All FAKE peoples will not write such statements in their articles so we can detect by 

applying this techniques. 

 

To implement this project we are using ‘News’ dataset and then by applying above technique 

we can detect whether this news are fake or real. This dataset I kept inside dataset folder. 

Upload this dataset when you are running application. 

 

To run this project deploy ‘FakeNews’ folder on ‘django’ python web server and then start 

server and run in any web browser. After running code in web browser will get below page. 

Screen shots 

 

 
 

In above screen click on ‘User’ link to get below screen 
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In above screen enter username and password as ‘admin’ and then click on ‘Login’ button to 

get below screen 

 

 
 

In above screen click on ‘Upload News Articles’ link to upload news document 
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In above screen I am uploading ‘News.csv’ file which contains 150 news paragraphs. After 

uploading news will get below screen 

 

 
 

In above screen news file uploaded successfully, now click on ‘Run Fake News Detector 

Algorithm’ link to calculate Fake News Detection algorithm score and based on score and 

naïve bayes algorithm we will get result. 
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In above screen first column contains news text and second column is the result value as 

‘fake or real’ and third column contains score. If score greater > 0.90 then I am considering 

news as REAL otherwise fake. 

 

 
 

For all 150 news text articles we got result as fake or real. 

 

See below screen shots of code calculating quotes, name entity and verbs from news 

paragraphs 
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4. CONCLUSION 

 

This paper presented the results of a study that produced a limited fake news detection 

system. The work presented herein is novel in this topic domain in that it demonstrates the 

results of a full-spectrum research project that started with qualitative observations and 

resulted in a working quantitative model. The work presented in this paper is also promising, 

because it demonstrates a relatively effective level of machine learning classification for large 

fake news documents with only one extraction feature. Finally, additional research and work 

to identify and build additional fake news classification grammars is ongoing and should 

yield a more refined classification scheme for both fake news and direct quotes. 
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