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ABSTRACT 

 Toxic Comments are disrespectful, abusive or unreasonable online comments that usually 

make other users leave a discussion. The danger of online bulling and harassment affects the free 

flow of thoughts by restricting the dissenting the opinions of people. Now a days we use internet 

to exchange information, based on the information people leave their opinions through 

comments. It is need to detect and restrict the antisocial behavior over the online discussion 

forums. In this we use Machine Learning algorithms to classify online comments. This paper will 

systematically examine the extent of online harassment and classify the content into labels to 

examine the toxicity as correctly as possible. 

1. INTRODUCTION           

 Internet is the greatest innovation of 

21
st
 century. By using the internet one can 

communicate with others using smart phones 

and computers. In earlier days of internet one 

can used to send emails, we don’t know 

whether it is positive or negative. Example – 

whether the mail is spam or not. As time 

changes, the using of internet is increased and 

its origins are expanded. And one of it is 

finding the positive and negative in the data. 

In emails, negative mails are identified and it 

is sent to the spam. Some methodologies are 

used to identify whether it is spam or not.  

 Now a days, many apps are used for 

information, data is transferred through the 

internet. Based on the information the users 

leave their opinions. These opinions are 

referred as comments. The comments may be 

positive or negative. By seeing comments 

people may react either in positive or negative 

way.By using Machine Learning algorithms 

we classify the data into toxic and non-toxic 

comments and find the percentage of toxicity 

used in the comments. 

 As for real life examples, an abusive 

comment is posted in facebook on Mamatha 

Benarjee. The person is arrested for 
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commenting in negative way in Bengal. 

Another example is takes place in Indonesia 

for posting a toxic comment against police 

and got arrested. 

Thus,it is an alarming situation and it is the 

need of the hour to detect such content before 

they got published because these negative 

contents are creating the internet an unsafe 

place and affecting people adversely. 

 The Toxic comment like “Nonsense! 

You are a narcissist.” Here nonsense and 

narcissist are the toxic words. By using 

machine learning algorithms on the given 

dataset, they are classified and verify the 

precision of the obtained result.   

    

2.RELATED WORK 

 In daily life, a large amount of data is 

released in many sites through internet. This 

data can affect the human life due to the 

toxicity in it. The toxic comments are 

restricting people to express themselves. So, 

it’s time to find and restrict the toxic data in 

social media. Text classification is used to 

classify the data of the real-world into binary 

form for proper processing through the 

computer. Text classification can be easily 

applied on given dataset and set of labels by 

applying the data on a function, that will 

assign a value to each data value of dataset. 

 In this context, Wulczyn et al. research 

introduced a technique that incorporates 

crowdsourcing and machine learning to 

evaluate on-scale personal attacks. Recently, a 

project called Perspective was introduced by 

Google and Jigsaw, to detect the online 

toxicity, threats and offensive content with the 

help of machine learning algorithms. In the 

approach used by Y.Chen et al. , introduced a 

combination of a parser and lexical feature to 

detect the toxic language in YouTube 

comments to protect adolescents. In the 

approach used by Sulke et al., online 

comments are classified with the help of 

machine learning algorithms. So, lots of work 

is already done to detect and classify online 

toxic comments. In our research paper, we 

will learn from the already published work 

and use machine learning algorithms to detect 

and classify online toxic comments with 

better accuracy.  
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3.PROPOSED SYSTEM 

 Classify the data into six categories 

threat, insult, toxic, severe toxic, obscene, and 

identity-hate and we can put one data value 

into zero, one or more than one category. First 

classify whether our data is multi-class or 

multi-label in nature. 

 In Multi-label classification, one data 

value can belong to more than one category. 

Example, garden – in garden it consists of 

trees, walking path, etc..  

 In Multi-label classification, one data 

value can belong to only one category. 

Example, car company – it consists of 

different brands like Hyundai, Suzuki, Honda, 

etc.. 

 In existing system, we used six 

machine learning algorithms they are Support 

Vector Machine(SVM), K Nearest 

Neighbor(KNN), Naive Bayes, Decision Tree, 

Random Forest, Logistic Regression. Among 

these six Random Forest gives the best 

accuracy. 

 In proposed system, we can predict the 

type of toxic comment it belongs in the 

categories given. By comparing all the 

algorithms Logistic Regression gives the 

better accuracy.  

 4. RESULTS  

 

 

 

  



 

Volume 13, Issue 07, Jul 2023                      ISSN 2457-0362 Page 790 

 

5.CONCLUSION  

By using evaluation metrics on the dataset for 

Logistic Regression algorithm, we get the 

more accuracy when compared to existing 

system. i.e., 89.46% . 
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