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ABSTRACT 

The use of machine learning in healthcare has been on the rise. It is of utmost importance to 

address issues linked to heart-related statistics in light of the concerning number of fatalities 

worldwide caused by cardiovascular illnesses. How feature engineering affects classification 

performance is explored in this work. The following feature extraction methods were employed 

by a support vector machine: first, features extracted from audio signal processing; second, 

features extracted from a VGG-like architecture that had been pre-trained on Google's AudioSet; 

and lastly, features extracted from the ImageNet dataset that had been concatenated with features 

extracted from the VGG16 and VGG19 architectures. Last but not least, we used feature 

concatenation or majority vote to merge all methods. We compared our approaches to those in 

the literature and ran tests on two datasets from the PASCAL Classifying Heart Sounds 

Challenge. No matter the pre-training dataset, the experimental findings demonstrate that 

spectrograms used in deep learning and audio processing may potentially store the same 

important information for this application, and that more study is still advised. 

Key Concepts—PASCAL, cardiac sound classification, feature engineering, music processing, 

DL, TL  

 

1. INTRODUCTION 

 

One of the main reasons people die all across the globe is heart disease. The World Health 

Organization and the American College of Cardiology report that cardiovascular illnesses 

account for over one-third of all deaths globally, which amounts to around 17.7 million people 

[1]. We must prioritize the early detection and treatment of cardiac problems if we want to 

reduce these numbers. The most economical method of listening to heart sounds—auscultation 

using a stethoscope—depends significantly on the doctor's ear sensitivity, expertise, and 

meticulous analysis for an accurate diagnosis. On the other hand, expert cardiologists have an 

accuracy rate four times higher than that of physicians in training, who can only manage an 

average of 20% [2]. Not only has it worsened with time, but it also raises expenses because to 

improper echocardiography orders, which is bad for patients since they can't get the treatment 

they need [4]. Because of this, the use of machine learning to problems involving the heart is 

gaining popularity. Another potential option for widespread and consistent first-level screening 
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of cardiac diseases may lie in society's digital use patterns, particularly with the rise of 

wearables. The PASCAL Network of Excellence sponsored the Classifying Heart Sounds 

Challenge, an audio data competition, in 2011 and 2012 [5]. Two datasets representing real-

world scenarios, each with its own unique kind of background noise, made up the task. The 

assignment was split into two separate parts: segmenting heart sounds and classifying them. Only 

classification is addressed in this study. There are five distinct types. To have a normal class 

audio indicates a healthy heartbeat. At a heart rate below 140 beats per minute, a typical heart 

sound has a longer time between the "dub" and the "lub" sound, forming a distinct "lub dub, lub 

dub" pattern. Between S1 and S2 or S2 and S1 (but not on S1 or S2), the murmur class produces 

an acoustic signature like a "whooshing, roaring, rumbling, or turbulent fluid" sound. There are a 

lot of cardiac conditions that they could represent. An extra sound, such as a "lub-lub dub" or a 

"lub dub-dub," is used to identify audios from the extra heart sound class. Because 

ultrasonography has a hard time picking it up, finding it is crucial, even if it might be a sign of a 

problem or not. A wide range of sounds, from music to ambient noise, are presented in the 

audios of the artifact class. This is the most difficult to see, but finding it is crucial so the 

individual may take the test again. Records belonging to the extrasystole category include a heart 

sound that is not in sync with the rest of the recording, or what is effectively an extra heart sound 

that occurs from time to time but is not present consistently. Scientists have been trying to find 

ways to make the competition better for a long time now. Methods vary from optimizing model 

hyperparameters to using convolutional neural networks (CNN) to audio spectrograms, among 

others. In this research, we compare the efficacy of three distinct feature extraction methods: 

traditional features derived from audio processing, a CNN trained on audio data, and two 

convolutional neural networks (CNNs) trained on picture data. The plan is to evaluate them one 

by one and then merge them using feature concatenation or majority vote ensemble. Next, we 

evaluate the outcomes in relation to those earlier approaches, all the way up to the most recent 

publication that came to light during the time our trials were conducted.  

 

2. METHODOLOGY 

2.1. Datasets 

 

The iStethoscope Pro iPhone app collected audio recordings from the general population and is 

part of Dataset A. By using features like real-time filtration and amplification, the software 

produces sound quality that is on par with, if not better than, commercially available digital 

stethoscopes, say cardiologists. In the Maternal and Fetal Cardiology Unit of the Real Hospital 

Portugŭes (RHP) in Recife, Brazil, auscultations were recorded using the DigiScope Collector, 

which are included in Dataset B. Both Table 1 and Table 2 provide an overview of the dataset 

structure, including the number of files in each class label, as well as the sampling frequency and 

origin of those files.  
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2.2. Audio Processing Features 

Melfrequency cepstral coefficients (MFCCs), zero-crossings, spectral centroid, roll-off 

frequency, and chromagram were the metrics employed in audio signal processing. A 

chromagram is a projection of the audio spectrum onto the 12 semitones of the musical octave. 

Twenty MFCCs were among the twenty-four features we obtained after adding up the zero-

crossings and averaging the spectral centroid, roll-off frequency, and chromagram values.  

Section 2.3: Deep Entries A 256-mel band spectrogram was produced using an FFT window of 

2,048 samples, 512 samples between each frame, and an energy-based mel scale. In the end, 

values were transformed to the decibel (dB) scale to ensure no data was lost. We used 

spectrograms as inputs and retrieved deep learning features from the VGG16 and VGG19 

models, which were pre-trained on the ImageNet dataset, from their second to last dense layer 

(fc1 or fc6) [6]. The input resolution of 224 × 224 × 3 was used to resize the spectrograms. We 

also used a CNN dubbed VGGish to extract deep learning features since its design is comparable 

to VGG's [7]. That one, on the other hand, comes pre-trained on Google's AudioSet, which is a 

database of 2,084,320 10-second audio snippets extracted from videos on YouTube and 

organized into 632 classes by humans [8]. Sec. 2.4. Classifiers  

For the multi-class classification, we opted for the support vector machine (SVM) method 

because it is reliable, requires minimal training data, and has a track record of success with 

heartbeat sound categorization [9]. Every time we used the SVM in our method, we heuristically 

set its hyperparameters. The regularization parameter C could have values between 10−4 and 
104, and the kernels could be either linear or radial basis function (RBF). The coefficient gamma 

could be either equal to the inverse of the number of features or the inverse of the number of 

features multiplied by its variance. The values that were ultimately utilized for each dataset are 

shown in Tables 3 and 4. The selection of models and tweaking of hyperparameters were not 

priorities.  
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2.5. Evaluation Criteria 

In order to compare our techniques to the other described alternatives, we used the metrics stated 

by the challenge to assess their efficacy. Accuracy, sensitivity, and specificity form its 

fundamental basis. In order to assess the diagnostic capabilities (i.e., the capacity to prevent 

failure) of various test methods, we compute the Youden's Index γ for both datasets.  

 

As an example, we take Dataset A's artifact class and apply Youden's Index to it. Then, we take 

Dataset B and apply it to the troublesome heartbeats class (murmur and extrasystole combined). 

However, we just evaluate the heart issue classes (murmur and additional heart sound combined) 

for calculating the F-Score for Dataset A, with β set to 0.9. Also, we just use Dataset B to 
calculate the discriminant power (DP), a measure of an algorithm's ability to distinguish between 

positive and negative examples:  

 

An ineffective discriminant is indicated by a DP below 1. The algorithm is restricted if the DP is 

less than 2. If the DP is less than 3, it means the performance is fair. And it may be said to be an 

excellent algorithm in any other scenario. For samples including cardiac issues (including both 

murmur and extrasystole categories combined), the DP is computed. We used the assessment 

script, which was given by the challenge organizers as an Excel file, which included all of these 

metrics computations. Experiments (2.6) We ran three separate categorization algorithms 

separately. Using a support vector machine (SVM) classifier to extract ASP characteristics from 

audio recordings was the next step. The second one relied on spectrogram generation, feature 

extraction from VGGish (deep learning via transfer learning), and support vector machine 

(SVM) classification. The third one included creating spectrograms, sending them into the 

VGG16 and VGG19 simultaneously so that they may transfer learn—deep learning features from 
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their second-to-last layer, dense layer fc1 or fc6—and then using an SVM classifier to combine 

the features. In the end, we used an SVM classifier that had the characteristics of all three 

approaches integrated or a majority vote of the methods' predictions to combine them. Figure 1 

shows the procedure that was explained. The open-source programming language Python was 

used for the implementations and experiments, with librosa, TensorFlow, and scikit-learn being 

the major tools used. The VGGish was used for transfer learning via their public GitHub 

repository. A total of 8,192 features (4,096 each) were generated by VGG16 and VGG19, 

compared to 128 features by VGGish. The total number of features was 8,344 when all three 

approaches' features were combined. After that, we used principal component analysis (PCA) to 

lower the dimensionality. With a total explained variance of 99.77% and 100 components for 

Dataset A and 400 components for Dataset B, respectively, we can see that the characteristics of 

both datasets were effectively reduced.  

 

3. RESULTS AND DISCUSSION 

 

Table 5 displays the results obtained from all methods and the two combinations of them on 

Database A. Table 6 also includes these findings with those from other methodologies and 

publications, such as the official entries to the competition [13–20]. The results in [20] support 

our choice to merge VGG16 and VGG19, especially because of the notable improvement in 

extrasystole accuracy. Both Table 7 and Table 8 display the findings for Dataset B in a similar 

fashion. When it comes to modeling, there is no clear winner when it comes to feature extraction 

methods. Even their disparities did not hold true for the two sets of data. If we look at Dataset A, 

we can see that the classical audio features technique has the best cost-benefit ratio, but we can't 

say the same for Dataset B. There seems to be a fundamental difference between these two issues 

from a supervised learning perspective, even if Datasets A and B are identical in form and serve 
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very comparable purposes. Testing on a larger number of datasets, still from diverse sources but 

with the same goal classes, might provide a more accurate empirical assessment of this.  

Taken together, the results show that the best feature extraction techniques for one dataset may 

not be the best fit for another, thus it's best to experiment to find out what works. There is no 

guarantee that combining methods will lead to better results. Looking at the various criteria 

separately, VGG16+VGG19 got the most best scores on Dataset A, while VGGish had the 

highest overall precision score. When looking at overall accuracy, feature concatenation 

performed far worse on Dataset B than majority voting, which performed just slightly better. 

Spectrograms seem to retain all of the pertinent information from the original audio signal, and 

characteristics across these various approaches are more overlapping than complementing. 

However, storing and processing spectrograms is more costly. This use case may not need the 

high dimensionality often associated with visual activities. Almost all of the data was retained 

with a main component count ranging from 1% to 5% of all features. In spite of PCA's lack of 

intended use, it was able to improve the signal-to-noise ratio by decreasing the amount of 

background noise. From the standpoint of computing resources, this might be helpful for 

situations like efficient (re)training and feature storage, especially when working with 

constrained hardware. Dataset A is much smaller than Dataset B, however deep neural networks 

VGGish and VGG16+VGG19 outperformed audio processing characteristics. This highlights the 

efficacy of transfer learning, as it was not necessary for the dataset used for the downstream job 

to be as large as the one used for pre-training the models, or even large at all. The strategy could 

be essential depending on the objective. The achievement of a flawless score on the extrasystole 

precision, which has been traditionally challenging to categorize, was one of the most 

unexpected outcomes. This highlights the need of knowing what you want out of an optimization 

effort and keeping in mind which statistic is most relevant to your specific use case and needs. 

As an alternative to seeing it as a multiclass issue, it may suggest the use of a combination of 

models, with each model focusing on a different objective. Contrary to what was said, the pre-

training dataset is not required to be in close proximity to the dataset of the downstream job. 

Compared to VGG16+VGG19, which was pretrained on image data, we anticipated that 

VGGish, which was trained on audio data, would perform better. This might indicate that after 

the spectrograms transform it into a visual task, the model's pattern-spotting abilities are the most 

important factor, as it was not the case for Dataset B and not universally for Dataset A.  

On Dataset A, neither the top scorer VGGish nor any combination of voters were able to 

outperform CNN-SVM, whereas majority voting did so on Dataset B. In order to do a more 

thorough comparison, it would be interesting to include more metrics into this study, such as the 

training and prediction runtime and memory consumption of each technique. If state-of-the-art 

performance is the goal, we anticipate transformer-based designs to achieve it, even if we also 

suggest extending this effort to concentrate on model optimization. 
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4. CONCLUSIONS 

Using feature engineering as a framework, we examined the categorization of heartbeat sounds 

in this article. We conducted our experiments on two difficult PASCAL Classifying Heart 

Sounds Challenge datasets. We evaluated all three of our strategies separately and in tandem 

using the same standards as the contest. Additionally, we contrasted them with prior efforts. 

Based on our findings, the feature space for this application could be much less than what is 

often seen in vision tasks. It is nevertheless important to incorporate classical audio processing 

qualities in the trade-off analysis, since they may perform better than first thought. It is not 

guaranteed that combining methods will result in optimal performance. It is nevertheless 

recommended to experiment with various ways while keeping clear and acceptable assessment 

criteria in mind. It seems that there is no need for the pre-training dataset to be identical to the 

downstream task, yet transfer learning still showed usefulness. And lastly, spectrograms seem to 

include all the pertinent data for this specific task, which opens up a world of possibilities since 

visual research is much more advanced than audio research, particularly when it comes to the 

availability of computer resources.  

Our goal in doing this research was to provide useful information for creating and implementing 

early diagnostic tools for cardiac problems. What has been dubbed "the great consolidation" in 

machine learning is further supported by this, in our opinion. 
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