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Abstract: 

Crowd counting is an important research topic 

in the field of computer vision. The multi-

column convolution neural network (MCNN) 

has been used in this field and achieved 

competitive performance. However, when the 

crowd distribution is uneven, the accuracy of 

crowd counting based on the MCNN still 

needs to be improved. In order to adapt to 

uneven crowd distributions, crowd global 

density feature is taken into account in this 

paper. The global density features are 

extracted and added to the MCNN through the 

cascaded learning method. Because some 

detailed features during the down-sampling 

process will be lost in the MCNN and it will 

affect the accuracy of the density map, an 

improved MCNN structure is proposed. In 

this paper, the max pooling is replaced by 

max-ave pooling to keep more detailed 

features and the deconvolutional layers are 

added to restore the lost details in the down-

sampling process. The experimental results in 

the UCF_CC_50 dataset and the 

ShanghaiTech dataset show that the proposed 

method has higher accuracy and stability. 

Introduction 

Crowd counting is used to calculate the total 

number of people in images or video frames. 

The crowd counting methods can be divided 

into three categories: the direct counting 

method based on target detection, the indirect 

method based on feature regression and crowd 

counting based on deep learning. In the 

relevant researches based on target detection 

[1]-[5], Lin et al. [1] proposed to use Haar 

wavelet transform to extract the feature area 

of the headlike contour and build the SVM 

classifier to classify the feature area. Kowalak 

et al. [2] proposed to use shape contour of 

body to achieve crowd detection and crowd 

density estimation. All of these methods are 

suitable for the scenes with low density 

crowd, but the detection accuracy will 

decrease in the case of high density crowd. In 

the relevant researches based on feature 

regression [6]-[10], the regression 

relationships between image features and the 

number of people are established for crowd 

counting. Chan et al. [7] proposed to use low-

level features and Bayesian regression to 

improve the robustness and adaptability of the 

regression model. Idrees et al. [8] proposed to 

use multiplesources information to estimate 

the number of people in a single image, and 

the UCF_CC_50 dataset was introduced in 

this work. 

 



 

Volume 13, Issue 07, Jul 2023                            ISSN 2457-0362 Page 198 
 

Recently, with the rapid development of deep 

learning and big data [11]-[14], crowd 

counting methods based on deep learning are 

proposed gradually. Zhang et al. [15] 

proposed a cross-scene crowd counting 

model. It was trained alternately through two 

learning objectives, density map and global 

number. This algorithm is implemented based 

on singlecolumn CNN. However, it is not 

suitable for the change in the scale of crowd. 

Zhang et al. [16] proposed to use the MCNN 

with three branch networks for crowd 

counting. Different receptive fields were used 

in each branch network, and this improved 

MCNN could adapt to the change in the scale 

of the crowd. They also introduced a new 

dataset ShanghaiTech for crowd counting. 

Boominathan et al. [17] proposed to combine 

the features of shallow and deep 

convolutional neural networks to improve 

spatial resolution. Sindagi et al. [18] proposed 

a multi-task network which combined the 

high-level prior with the density estimation. 

Sam et al. [19] proposed Switch-CNN for 

crowd counting. In this network, a classifier 

was trained and an appropriate regressor was 

selected for input patches. Shi et al. [20] 

proposed to aggregate multiscale features into 

a compact single vector and used deep 

supervised strategy to provide additional 

supervision signal. Fu et al. [21] proposed to 

use the LSTM structure to extract the 

contextual information of crowd region. Liu 

et al. [22] proposed to add an attention 

module to adaptively select the counting 

mode used for different positions on the 

image. Yang et al. [23] proposed to use the 

MMCNN for robust crowd counting. In this 

work, the location, detailed information and 

scale variation were taken into account to 

generate density map in order to improve the 

robustness of crowd counting method. 

Generally, these algorithms have good 

performances in the crowd counting, but the 

performances of these methods were not 

effective when the crowd distribution is 

uneven [24], [25] 

In order to solve the problem of 

inaccurate counting caused by uneven crowd 

distribution, the global density feature is 

extracted and used in this paper. A 

convolutional neural network with global 

density feature by using multi task network 

cascades (MNCs) [18], [26] is proposed. In 

order to generate a more comprehensive 

density map, the max-ave pooling layers are 

used to keep more features of the image. 

Meantime, the deconvolutional layers are 

added to the convolutional neural network in 

order to restore the lost details in down-

sampling process. It will help to improve the 

accuracy of density map and further improve 

the accuracy of crowd counting. 

System Architecture 
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Existing System: 

The crowd counting method based on MCNN 

has achievedgood counting effects so far. 

However, uneven crowd distributions have 

not been taken into account in the existed 

crowdcounting methods. In order to solve the 

problem of unevencrowd distribution, the 

global density feature is taken intoaccount. In 

this paper, the network is constructed with the 

twoaspects: extracting feature maps with 

global density featureand generating a more 

comprehensive density map. 

Disadvantages: 

Crowd counting is used to calculate the total 

number ofpeople in images or video frames. 

The crowd counting methods can be divided 

into three categories: the direct 

countingmethod based on target detection, the 

indirect method basedon feature regression 

and crowd counting based on deeplearning. In 

the relevant researches based on target 

detection. 

Proposed System: 

with the rapid development of deep learning 

andbig data , crowd counting methods based 

on deeplearning are proposed gradually. 

Zhang et al. [15] proposed across-scene 

crowd counting model. It was trained 

alternatelythrough two learning objectives, 

density map and global number. This 

algorithm is implemented based on single-

columnCNN. However, it is not suitable for 

the change in the scaleof crowd. Zhang et al. 

[16] proposed to use the MCNN withthree 

branch networks for crowd counting. 

Different receptivefields were used in each 

branch network, and this improvedMCNN 

could adapt to the change in the scale of the 

crowd.They also introduced a new dataset 

ShanghaiTech for crowdcounting. 

Boominathan et al. [17] proposed to combine 

thefeatures of shallow and deep convolutional 

neural networks toimprove spatial resolution. 

Sindagi and Patel [18] proposed amulti-task 

network which combined the high-level prior 

withthe density estimation. Sam et al. [19] 

proposed Switch-CNNfor crowd counting. In 

this network, a classifier was trainedand an 

appropriate regressor was selected for input 

patches.Shi et al. [20] proposed to aggregate 

multiscale features into 

Advantages: 

The max-ave pooling combines the 

advantages of theabove two pooling methods. 

The max-ave pooling is obtainedby 

superimposing the average pooling and the 

max poolingwith the same weight. 

7.SCREENSHOTS 

In this project we are using Faster RCNN 

model to count humans head from images and 

videos. In below screen you can see we are 

loading Faster RCNN model 

In above screen read red colour comment to 

know about RCNN model 

To run project double click on ‘run.bat’ file to 

get below screen 
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In above screen click on ‘People Counting 

from Image’ button to upload image like 

below screen 

 

In above screen selecting and uploading 

‘1.jpg’ file and then click on ‘Open’ button to 

get below output 

 

In above screen we got output as ‘Total Head: 

1” and now test other image 
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In above screen we got Total Head as 5. Now 

click on ‘People Counting from Videos’ 

button to get below screen 

 

In above screen I am selecting and uploading 

‘vtest.avi’ file and then click on ‘Open’ button 

to load video and start human head counting 

and based on you system speed video will be 

processed and if your system fast then video 

will be process faster else process slower and 

below is the output 

 

In above frame we got 3 head as total humans 

are 3 and in below screen we got as 4 

 

At any time press ‘q’ key on video to stop 

processing 

Conclusion: 

In this paper, an improved convolutional 

neural network combined with global density 

feature is proposed. It is different from 

existing crowd counting methods. The 

proposed method focuses on uneven crowd 

distribution. Moreover, the maxave pooling 

and de convolutional layers are used to 

generate a more comprehensive density map. 

The experimental results show that the 

proposed method achieves competitive 

performance on different crowd datasets. Due 

to the high density crowd, some backgrounds 

will be taken as people by mistakes. It will 

bring about noise in the estimated densitymap 

and influence the counting results. For the 

future work,we will focus on reducing the 
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noise in the estimated density map and 

improving the accuracy of counting. 
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