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ABSTRACT 

In this paper Wikipedia cloning involves designing, writing, and coding a website in a way 

that helps to improve the volume and quality of traffic to your website from people using 

informative website. This website will be an informative website which gives any 

information which is to be needed by the users exactly like a Wikipedia. Informative websites 

are built for the purpose of providing information. They can include anything like News 

website, Science Websites, Encyclopaedia etc.  

 

1. INTRODUCTION 

The sequence-to-sequence framework has 

demonstrated success in natural-language 

sequence transduction tasks such as 

machine translation. More recently, neural 

techniques have been applied to do single-

document, abstractive (paraphrasing) text 

summarization of news articles (Rush et al. 

(2015), Nallapati et al. (2016)). In this 

prior work, the input to supervised models 

ranged from the first sentence to the entire 

text of an article, and they are trained end-

to-end to predict reference summaries. 

Doing this end-to-end requires a 

significant number of parallel article-

summary pairs since language 

understanding is a pre-requisite to generate 

fluent summaries. In contrast, we consider 

the task of multi-document summarization, 

where the input is a collection of related 

documents from which a summary is 

distilled. Prior work has focused on 

extractive summarization, which select 

sentences or phrases from the input to 

form the summaries, rather than generating 

new text. There has been limited 

application of abstractive neural methods 

and one possible reason is the paucity of 

large, labeled datasets. In this work, we 

consider English Wikipedia as a 

supervised machine learning task for 

multidocument summarization where the 

input is comprised of a Wikipedia topic 

(title of article) and a collection of non-

Wikipedia reference documents, and the 

target is the Wikipedia article text. We 

describe the first attempt to abstractively 

generate the first section, or lead, of 

Wikipedia articles conditioned on 

reference text. In addition to running 

strong baseline models on the task, we 

modify the Transformer architecture 

(Vaswani et al., 2017) to only consist of a 

decoder, which performs better in the case 

of longer input sequences compared to 

recurrent neural network (RNN) and 

Transformer encoder-decoder models. 

Finally we show our modeling 

improvements allow us to generate entire 

Wikipedia articles. 

The existence of an abundance of dynamic 

and heterogeneous information on the Web 

has offered many new opportunities for 

users to advance their knowledge 

discovery. As the amount of information 

on the Web has increased substantially in 
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the past decade, it is difficult for users to 

find information through a simple 

sequential inspection of web pages or 

recall previously accessed URLs. 

Consequently, the service from a search 

engine becomes indispensable for users to 

navigate around the Web in an effective 

manner. 

PROPOSED SYSTEM 

Here we propose to create an exact replica 

of Wikipedia website which is a 

Informative website which is very helpful 

in getting any kind information present in 

the whole world which is free and more 

informative for the users. This website are 

updated by admins or by users as well. 

Admin only checks the authentication of 

the website content. This is an effective 

way to learn for all like students, 

Businessmen’s, Researchers, Politicians, 

and Actors etc. 

ADVANTAGES 

anyone can edit 

easy to use and learn 

Wikis are instantaneous so there is no need 

to wait for a publisher to create a new 

edition or update information 

people located in different parts of the 

world can work on the same document 

the wiki software keeps track of every edit 

made and it’s a simple process to revert 

back to a previous version of an article 

widens access to the power of web 

publishing to non-technical users 

Wikipedia has no predetermined structure 

– consequently it is a flexible tool which 

can be used for a wide range of 

applications 

There are a wide range of open source 

software wiki’s to choose from so 

licensing costs shouldn’t be a barrier to 

installing an institutional Wikipedia. 

2. RELATED WORK 

2.1 OTHER DATASETS USED IN 

NEURAL ABSTRACTIVE 

SUMMARIZATION Neural abstractive 

summarization was pioneered in Rush et 

al. (2015), where they train headline 

generation models using the English 

Gigaword corpus (Graff & Cieri, 2003), 

consisting of news articles from number of 

publishers. However, the task is more akin 

to sentence paraphrasing than 

summarization as only the first sentence of 

an article is used to predict the headline, 

another sentence. RNN-based encoder-

decoder models with attention (seq2seq) 

perform very well on this task in both 

ROUGE (Lin, 2004), an automatic metric 

often used in summarization, and human 

evaluation (Chopra et al., 2016). In 

Nallapati et al. (2016), an abstractive 

summarization dataset is proposed by 

modifying a questionanswering dataset of 

news articles paired with story highlights 

from Daily Mail and CNN. This task is 

more difficult than headline-generation 

because the information used in the 

highlights may come from many parts of 

the article and not only the first sentence. 

One downside of the dataset is that it has 

an order-of-magnitude fewer parallel 

examples (310k vs. 3.8M) to learn from. 

Standard seq2seq models with attention do 

less well, and a number of techniques are 

used to augment performance. Another 

downside is that it is unclear what the 

guidelines are for creating story highlights 

and it is obvious that there are significant 

stylistic differences between the two news 

publishers. In our work we also train 

neural abstractive models, but in the multi-

document regime with Wikipedia. As can 

be seen in Table 1, the input and output 
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text are generally much larger, with 

significant variance depending on the 

article. The summaries (Wikipedia lead) 

are multiple sentences and sometimes 

multiple paragraphs, written in a fairly 

uniform style as encouraged by the 

Wikipedia Manual of Style1 . However, 

the input documents may consist of 

documents of arbitrary style originating 

from arbitrary sources. We also show in 

Table 1 the ROUGE-1 recall scores of the 

output given the input, which is the 

proportion of unigrams/words in the output 

co-occuring in the input. A higher score 

corresponds to a dataset more amenable to 

extractive summarization. In particular, if 

the output is completely embedded 

somewhere in the input (e.g. a wiki-clone), 

the score would be 100. Given a score of 

only 59.2 compared to 76.1 and 78.7 for 

other summarization datasets shows that 

ours is the least amenable to purely 

extractive methods. 

 

 

3. CONCLUSION 

We have shown that generating Wikipedia 

can be approached as a multi-document 

summarization problem with a large, 

parallel dataset, and demonstrated a two-

stage extractive-abstractive framework for 

carrying it out. The coarse extraction 

method used in the first stage appears to 

have a significant effect on final 

performance, suggesting further research 

on improving it would be fruitful. We 

introduce a new, decoder-only sequence 

transduction model for the abstractive 

stage, capable of handling very long input-
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output examples. This model significantly 

outperforms traditional encoder decoder 

architectures on long sequences, allowing 

us to condition on many reference 

documents and to generate coherent and 

informative Wikipedia articles 
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