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ABSTRACT: 

With the recent addition of new Data Mining and Machine Learning services to Cloud Computing 

providers, users now have access to incredibly sophisticated data analysis tools that take 

advantage of all the benefits of this sort of environment. Cloud Computing for Data Mining 

service providers offer descriptions and definitions in a variety of formats, many of which are 

incompatible with those of other providers. From a practical standpoint, the ability to describe 

entire Data Mining services is critical for maintaining usability and, in particular, portability of 

these services, regardless of software/hardware support or cloud platform differences. The major 

goal of this paper is to create a Data Mining service definition that allows a data mining process to 

be ported and distributed in different providers or even in a Market Place for these types of ready-

to-consume services using a single and simple specification. This paper proposes a semantic 

system for the definition and description of comprehensive Data Mining services, taking into 

account both the provider's management of the service (pricing, authentication, SLA, etc.) and the 

definition of the Data Mining workflow as a service. It makes a significant contribution to the 

standardisation and industrialisation of Data Mining services. 

1.INTRODUCTION 

Cloud Computing (CC) has been added into 

our day by day lives in a absolutely obvious 

and frictionless way. The ease of Internet get 

right of entry to and the exponential make 

bigger in the variety of related gadgets has 

made it even extra popular. Adopting the 

phenomenon of CC ability a quintessential 

exchange in the way Information Technology 

offerings are explored, fed on or deployed. CC 

is a mannequin of offering offerings to 

companies, entities and users, following the 

utility model, such as strength or gas. CC can 

be viewed as a mannequin of carrier provision 

the place pc sources and computing energy are 

shrunk via the Internet of offerings (IS) [1]. 

The amplify in the quantity of facts generated 

by means of agencies and businesses is 

developing at an extraordinarily excessive rate. 

According to Forbes [2], in 2020, the increase 

is predicted to proceed and facts era is 

estimated to enlarge by using up to 4,300%, all 

influenced by means of the giant quantity of 

facts generated via carrier users. By 2020, it is 

estimated that extra than 25 billion gadgets 

will be linked to the Internet, in accordance to 

Gartner [3], and that they will produce greater 

than forty four billion GB of facts annually. In 

this scenario, CC companies are presently 

leveraging their vast computing infrastructure 

via imparting cloud buyers with new offerings 

for Data Mining (DM). 
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Amazon SageMaker1 and Microsoft Azure 

Machine Learning Studio 2 (Table 1), for 

example, deliver a set of algorithms as services 

within CC platforms. Other CC platforms, 

such as Algorithmia3 or Google Cloud ML4, 

follow in this vein, offering high-level 

Machine Learning (ML) services, such as 

object detection in photos, sentiment analysis, 

text mining, and forecasting, for example. 

2.LITERATURE SURVEY 

2.1) Provable data possession at untrusted 

stores. 

AUTHORS: G. Ateniese, R. C. Burns 

We introduce a model for provable data 

possession (PDP) that allows a client that has 

stored data at an untrusted server to verify that 

the server possesses the original data without 

retrieving it. The model generates probabilistic 

proofs of possession by sampling random sets 

of blocks from the server, which drastically 

reduces I/O costs. The client maintains a 

constant amount of metadata to verify the 

proof. The challenge/response protocol 

transmits a small, constant amount of data, 

which minimizes network communication. 

Thus, the PDP model for remote data checking 

supports large data sets in widely-distributed 

storage system.We present two provably-

secure PDP schemes that are more efficient 

than previous solutions, even when compared 

with schemes that achieve weaker guarantees. 

In particular, the overhead at the server is low 

(or even constant), as opposed to linear in the 

size of the data. Experiments using our 

implementation verify the practicality of PDP 

and reveal that the performance of PDP is 

bounded by disk I/O and not by cryptographic 

computation. 

2.2) Remote data checking using provable 

data possession 

AUTHORS: G. Ateniese, R. C. Burns 

We introduce a model for provable data 

possession (PDP) that can be used for remote 

data checking: A client that has stored data at 

an untrusted server can verify that the server 

possesses the original data without retrieving 

it. The model generates probabilistic proofs of 

possession by sampling random sets of blocks 

from the server, which drastically reduces I/O 

costs. The client maintains a constant amount 

of metadata to verify the proof. The 

challenge/response protocol transmits a small, 

constant amount of data, which minimizes 

network communication. Thus, the PDP model 

for remote data checking is lightweight and 

supports large data sets in distributed storage 

systems. The model is also robust in that it 

incorporates mechanisms for mitigating 

arbitrary amounts of data corruption.We 

present two provably-secure PDP schemes that 

are more efficient than previous solutions. In 

particular, the overhead at the server is low (or 

even constant), as opposed to linear in the size 

of the data. We then propose a generic 

transformation that adds robustness to any 

remote data checking scheme based on spot 

checking. Experiments using our 

implementation verify the practicality of PDP 

and reveal that the performance of PDP is 

bounded by disk I/O and not by cryptographic 

computation. Finally, we conduct an in-depth 

experimental evaluation to study the tradeoffs 

in performance, security, and space overheads 

when adding robustness to a remote data 

checking scheme. 

2.3) proofs of retrievability for large files 

AUTHORS: A.Juels, and B. S. K. Jr. Pors 

In this paper, we define and explore proofs of 

retrievability (PORs). A POR scheme enables 

an archive or back-up service (prover) to 

produce a concise proof that a user (verifier) 
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can retrieve target file F, that is, that the 

archive retains and reliably transmits file data 

sufficient for the user to recover F in its 

entirety.A POR may be viewed as a kind of 

cryptographic proof of knowledge (POK), but 

one specially designed to handle a large file 

(or bitstring) F. We explore POR protocols 

here in which the communication costs, 

number of memory accesses for the prover, 

and storage requirements of the user (verifier) 

are small parameters essentially independent 

of the length of F. In addition to proposing 

new, practical POR constructions, we explore 

implementation considerations and 

optimizations that bear on previously explored, 

related schemes.In a POR, unlike a POK, 

neither the prover nor the verifier need 

actually have knowledge of F. PORs give rise 

to a new and unusual security definition whose 

formulation is another contribution of our 

work.We view PORs as an important tool for 

semi-trusted online archives. Existing 

cryptographic techniques help users ensure the 

privacy and integrity of files they retrieve. It is 

also natural, however, for users to want to 

verify that archives do not delete or modify 

files prior to retrieval. The goal of a POR is to 

accomplish these checks without users having 

to download the files themselves. A POR can 

also provide quality-of-service guarantees, i.e., 

show that a file is retrievable within a certain 

time bound. 

3.PROPOSED WORK 

Semantic Web utilized to the definition of CC 

services, enable duties such as negotiation, 

composition and invocation with a excessive 

diploma of automation. This automation, 

based totally on LD is critical in CC due to the 

fact it lets in offerings to be found and 

explored for consumption with the aid of 

different entities the use of the full possible of 

RDF and SparQL. LD [37] affords a 

developing physique of reusable schemata and 

vocabularies for the definition of CC offerings 

of any sort [38]. In this article we recommend 

dmcc-schema, a schema and a set of 

vocabularies which has been designed as a 

formal mechanism to tackle the hassle of 

describing and defining DM offerings in CC. 

Not solely it focuses on fixing the unique 

hassle of modeling, with the definition of 

workflow and algorithms, however it 

additionally consists of the major elements of 

a CC service. Existing LD vocabularies have 

been built-in into dmcc-schema and new 

vocabularies have been created ad-hoc to cowl 

positive elements that are no longer carried out 

via different exterior schemata. Vocabularies 

have been re-used following LD 

recommendations, filling essential components 

such as the definition of experiments and 

algorithms, as properly as the interplay or 

authentication that had been already described 

in different vocabularies. There is no 

standardization about what factors a carrier in 

CC ought to have for its entire definition, 

however in accordance to NIST5 , it need to 

meet components such as self-service 

(discovery) or size (prices, SLA), amongst 

others. In this way, the primary factors of the 

administration of a carrier through carriers are 

the following elements: 

3.1 DATA MINING SERVICE  

For the main part of the service, where the 

experimentation and execution of algorithms is 

specified and modeled, parts of ML-Schema 

(mls) have been reused. MEXcore, OntoDM, 

DMOP or Expos´e also provide an adequate 

abstraction to model the service, but they are 

more complex and their vocabulary is more 

extensive. ML-Schema has been designed to 

simplify the modeling of DM experiments and 

bring them into line with that which is offered 

by CC providers. We have extended ML-

Schema by adapting its model to a specific one 

and inheriting all its features (Figure 3). The 

following vocabulary components are 

highlighted (ccdm is the name of the schema 

used):  

• ccdm:MLFunction Set the operations, 

function or algorithm to be executed. For 

example Random Forest or KNN.  

• ccdm:MLServiceOutput The output of the 

algorithm. Here the output of the workflow is 

modeled as Model, Model Evaluation or Data.  
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• ccdm:MLServiceInput The algorithm input, 

which corresponds to the setting of the 

algorithm implementation. Here, you can 

describe the model the data entry of the 

experiment, such as the dataset and parameters 

(ccdm:MLServiceInputParameters) of the 

algorithm executed.  

• mls:Model Contains information specific to 

the model that has been generated from the 

run.  

• mls:ModelEvaluation Provides the 

performance measurements of the model. • 

mls:Data They contain the information of 

complete tables or only attributes (table 

columns), instances (rows), or a single value.  

• mls:Task It is a part of the experiment that 

needs to be performed in the DM process. 

4.RESULTS AND DISCUSSION 

Data owner: The data owner encrypts the data 

held locally and uploads it to the cloud server. 

In this paper, a concept hierarchy is 

constructed based on the domain concepts 

related knowledge of the dataset and two index 

vectors for each document of the dataset are 

generated based on the key concepts of the 

document and the concept hierarchy. Then, the 

searchable index which is constructed with all 

the index vectors is sent to the cloud A. 

Data users: The authorized data user makes a 

search request. Then, the trapdoors which 

related to the keywords are generated. At last, 

the data user sends the trapdoors to the cloud 

B. 

 

 
Fig 2:Owner main page 

 

 
Fig 3:Trapdoor Generation Main Page 
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Fig 4:Cloud Main Page 

5.COCNLUSION 

In this article we have introduced dmcc-

schema, a light-weight vocabulary for the 

description and definition of DM offerings in 

CC. Our notion tries to gather, on the one 

hand, the entirety associated to the definition 

of the algorithms as a provider for DM and on 

the different hand, all the different factors that 

compose the administration of a CC service, 

which is disregarded via different proposals. 

The different proposals of provider definition 

lack this integration, on the other hand dmcc-

schema approves to resolve this hole in 

phrases of introduction of all-in-one DM 

offerings for Cloud Computing environments. 

dmcc-schema is introduced as a lightweight 

device for DM offerings modeling with the 

goal of providing a transportable definition 

between the unique carriers of this kind of 

services. Therefore with dmcc-schema is 

feasible to seize all the predominant aspects 

and important points (CC administration and 

DM experimentation) of the most everyday 

CC carriers such as Amazon, Azure or Google. 

The schema dmcc-schema has been 

constructed on the groundwork of Semantic 

Web, the use of an ontology language to put 

into effect it  

and following the LD directives involving the 

re-use of different schemata, which flawlessly 

enrich the provider modeling that has been 

designed. Furthermore, it additionally ensures 

that the definition of offerings can be 

prolonged and increased in the future, with the 

goal of imparting a plenty greater transportable 

definition of the offerings and being capable to 

adapt to adjustments in CC management. The 

most important characteristic of the use of 

dmcc-schema is that it abstracts exclusive DM 

offerings specs from heterogeneous CC 

vendors for into a single and ordinary 

specificationcontributing to the standardization 

of DM services. For this motive the usability 

and portability for this kind of offerings 

between one of a kind CC carriers is assured. 

Therefore, the variations between the 

definitions are balanced, permitting to dmcc-

schema to be used, for example, as an 

imperative phase of a CC broker, storing and 

managing such DM offerings from CC 

providers. The effectiveness of the scheme is 

confirmed, in view that it permits to outline a 

DM provider with all its factors (algorithms, 

costs/prices, ...). The sensible situation 

designed with the OC2DM deployment 

structure affords hands-on performance for 

defining offerings with dmcc-schema, 

assisting the composition and modeling of DM 

workflows in Cloud Computing. In phrases of 

efficiency, the scheme has been validated 

through transcribing real DMCC offerings 

such as Amazon SageMaker and verifying that 

dmcc-schema can consist of all facets of these 

services, as verified by using the CQs. With 

CQs, a sequence of questions are cited and 

spoke back to comprehend the area of the 

problem, being a device extensively used for 

the validation of semantic schemes. Both 

effectiveness and effectivity have been 

highlighted in the validation area 
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