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ABSTRACT  

Three-operand binary adder is the basic functional unit to perform the modular arithmetic in 

various cryptography and pseudorandom bit generator (PRBG) algorithms and also used in many 

applications. Carry save adder (CS3A) is the widely used technique to perform the three-operand 

addition. In carry save adder at final stage uses ripple carry adder which will cause large critical 

path delay. Moreover, a parallel prefix two-operand adder such as Han-Carlson (HCA) can also 

be used for three-operand addition that significantly reduces the critical path delay with more 

area complexity. Hence, a new high-speed and area-efficient adder architecture is proposed using 

pre-compute bitwise addition followed by carry prefix computation logic to perform the three-

operand binary addition that consumes substantially less area and less delay. When compare to 

existing design like three operand carry save adder and two operands based three operand Han-

Carlson adder the proposed design consumes less area and less delay. The synthesis and 

simulation are verified by using Xilinx ISE 14.7 Tool. 

Keywords:Three-operand adder, carry save adder (CSA), Han-Carlson adder (HCA), modular 

arithmetic. 

INTRODUCTION  

         To achieve optimal system 

performance while maintaining physical 

security, it is necessary to implement the 

cryptography algorithms on hardware. 

Modular arithmetic such as modular 

exponentiation, modular multiplication and 

modular addition is frequently used for the 

arithmetic operations in various 

cryptography algorithms. Therefore, the 

performance of the cryptography algorithm 

depends on the efficient implementation of 
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the congruential modular arithmetic 

operation. The most efficient approach to 

implement the modular multiplication and 

exponentiation is the Montgomery algorithm 

whose critical operation is based binary 

addition is also a primary arithmetic 

operation in the linear congruential 

generator (LCG) based pseudo-random bit 

generators (PRBG) such as coupled LCG 

(CLCG), modified dual-CLCG (MDCLCG) 

and coupled variableinputLCG (CVLCG). 

Modified dual-CLCG (MDCLCG) is the 

most secure and highly random PRBG 

method among all the LCG-based and other 

existing PRBG methods. It is polynomial-

time unpredictable and secure if for bit 

greater than 32-bits. Therefore, the security 

of the MDCLCG enhances with the increase 

of operand size. However, the area and 

critical path delay increases linearly since its 

hardware architecture consists of four three-

operand modulo-2n adders, two 

comparators,four multiplexer’s area in 

previous papers. Hence, the performance of 

the MDCLCG can be improved by the 

efficient implementation of the three-

operand adder. 

LITERATURE REVIEW  

In 2019, A. K. Panda and K. C. Ray [1], 

proposed that pseudorandom bit generator 

(PRBG) is an essential component for 

securing data during transmission and 

storage in various cryptography 

applications. Among popular existing PRBG 

methods such as linear feedback shift 

register (LFSR), linear congruential 

generator (LCG), coupled LCG (CLCG), 

and dual-coupled LCG (dual-CLCG), the 

latter proves to be more secure. This method 

relies on the inequality comparisons that 

lead to generating pseudorandom bit at a 

non-uniform time interval. Hence, a new 

architecture of the existing dual CLCG 

method is developed that generates pseudo-

random bit at uniform clock rate. 

                 In 2015, A. Rezai and P. 

Keshavarzi [3], proposed that Modular 

exponentiation with a large modulus and 

exponent is a fundamental operation in 

many public-key cryptosystems. This 

operation is usually accomplished by 

repeating modular multiplications. 

Montgomery modular multiplication has 

been widely used to relax the quotient 

determination. The carry–save adder has 

been employed to reduce the critical path. 

This paper presents and evaluates a new and 

efficient Montgomery modular 

multiplication architecture based on a new 

digit serial computation. 
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In 2017 S. S. Erdem, T. Yanik, and A. 

Celebi [5], an efficient digit-serial hardware 

architecture for Montgomery algorithm. As 

many previous works, carry-save adders are 

used to accumulate partial products to avoid 

carry propagation delay.The Montgomery 

algorithm is a fast modular multiplication 

method frequently used in cryptographic 

applications. This paper investigates the 

digit-serial implementations of the 

Montgomery algorithm for large integers. 

EXISTING METHOD 

The three-operand binary addition is one of 

the critical arithmetic operation in the 

congruential modular arithmetic 

architectures various existing methods and 

LCG-based PRBG methods such as CLCG, 

MDCLCG and CVLCG. It can be 

implemented either by using two stages of 

two-operand adders or one stage of three-

operand adder. Carry-save adder (CSA) is 

the commonly used technique to perform the 

three-operand binary addition. It computes 

the addition of three operands in two stages. 

The first stage is the array of fulladders. 

Each full adder computes “carry” bit and 

“sum” bit concurrently from three binary 

input , 𝑏𝑖 𝑎𝑛𝑑 𝑐𝑖. The second stage is the 

ripple-carry adder that computes the final n-

bit size “sum” and one-bit size “carry-out” 

signals at the output of three-operand 

addition. The “carry-out” signal is 

propagated through the n number of full 

adders in the ripple-carry stage. Therefore, 

the delay increases linearly with the increase 

of bit length. The architecture of the three-

operand carry-save adder is shown below 

figure.Where critical path delay is 

highlighted with a dashed line. It shows that 

the critical path delay depends on the carry 

propagation delay of ripple carry stage and 

is evaluated as follows. 

Fig.1:Three-operand carry-save adder (CS3A) 

showing critical path delay. 

 

The major drawback of the CS3A is the 

larger critical path delay which increases 

with an increase of bit length. 

On the other hand, the hybrid Han-Carlson 

adder is designed with two Brent-Kung 

stages each at the beginning and the end, 

and with Kogge-Stone stages in the middle. 

Thisresultant a slightly higher delay (two 

gates delay) than the Han- Carlson adder, 
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with reduction in the hardware complexity 

when compare to other parallel prefix 

adders. 

The two stages of two-operand Han-Carlson 

adders (HC2A- 1 and HC2A-2) compute the 

addition of three operands. The detailed 

architecture of two-operand Han-Carlson 

adder (HC2A). It has three stages such as 

base logic, PG (propagate and generate) 

logic and sum logic. The logical diagram of 

base cell in base logic and sum cell in sum 

logic. 

 

Fig.2: Block level architecture of HCA-

based three-operand adder (HC3A). 

Essentially, the Han-Carlson adder provides 

a reasonably good speed at low gate 

complexity as compared to other existing 

two-operand adder techniques. It has the 

lowest area delay product (ADP) and power-

delay product (PDP) among all. Thus, the 

three-operand addition can be performed 

using Han-Carlson adder (HCA) in two 

stages, as shown in above figure. The 

detailed architecture of HCA-based three-

operand adder (HC3A). The maximum 

combinational path delay of HC3A depends 

on the propagate chain, i.e. the number of 

black-grey cell stage in the PG logic of Han-

Carlson adder. 

PROPOSED METHOD  

This section presents a new adder technique 

and its VLSI architecture to perform the 

three-operand addition in modular 

arithmetic. The proposed adder technique is 

a parallel prefix adder. However, it has four-

stage structures instead three-stage 

structures in prefix adder to compute the 

addition of three binary input operands such 

as bit-addition logic, base logic, PG 

(propagate and generate) logic and sum 

logic. The logical expression of all these 

four stages are defined as follows, 

Stage-1: Bit Addition Logic: 

 

Stage-2: Base Logic: 

 

Stage-3: PG (Generate and Propagate) 
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Logic: 

 

Stage-4: Sum Logic: 

 

The proposed VLSI architecture of the 

three-operand binary adder and its internal 

structure is shown in above figure. The new 

adder technique performs the addition of 

three n-bit binary inputs in four different 

stages. In the first stage (bit-addition logic), 

the bitwise addition of three n-bit binary 

input operands is performed with the array 

of full adders, and each full adder computes 

“sum (𝑆 𝑖 )” and “carry (𝑐𝑦𝑖 )” signals. The 

logical expressions for computing sum (𝑆𝑖 ) and carry (𝑐𝑦𝑖 ) signals are defined in 

Stage-1, and the logicaldiagram of the bit-

addition logic is similar to full adder. 

 

Fig.3: Proposed three-operand 

adderFig.4:Logical diagram of bit 

addition,base logic,sum logic 

Fig.5: Logic diagram black-cell and grey-

cell.Fig.6: RTL Diagram 

METHODS OR TECHNIQUES USED 

Xilinx Tools is a suite of software tools used 

for the design of digital circuits 

implemented using Xilinx Field 

Programmable Gate Array (FPGA) or 

Complex Programmable Logic Device 

(CPLD). The design procedure consists of 

(a) design entry, (b) synthesis and 

implementation of the design, (c) functional 

simulation and (d) testing and verification. 

Digital designs can be entered in various 

ways using the above CAD tools: using a 

schematic entry tool, using a hardware 

description language (HDL) – Verilog or 

VHDL or a combination of both. In this lab 

we will only use the design flow that 

involves the use of Verilog HDL. 
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RESULT  

The proposed architectures have been 

designed under the design environment for 

comparing the results justifiably. 

 

Fig.7: Area Report                                                      

Fig.8: Simulation result 

 

      Fig.9: Delay Report   Fig.10: Block 

Diagram 

APPLICATIONS 

1. Arithmetic logic units. 

2. High speed Multiplications. 

3. Advanced Microprocessor design. 

4. Pseudorandom bit generator (PRBG) 

algorithms. 

5. Cryptography. 

 

CONCLUSION 

In this paper, a high-speed area-efficient 

adder technique and its VLSI architecture is 

proposed to perform the three-operand 

binary addition in various cryptography 
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algorithms. The proposed three-operand 

adder technique is a parallel prefix adder 

that uses four-stage structures to compute 

the addition of three input operands. The 

novelty of this proposed architecture is the 

reduction of delay and area in the prefix 

computation stages in PG logic and bit-

addition logic that leads to an overall 

reduction in critical path delay. It also 

decreases the area complexity when 

compare to other parallel prefix three 

operand adders. Form the above 

comparison, the proposed three operand 

binary adder consists of less area and less 

delay when compare to existing in CS3A 

and HC3A three operand adder. The 

synthesis and simulation are verified by 

using Xilinx ISE tool. 

The proposed adder technique is a parallel 

prefix adder. However, it has four-stage 

structures instead three-stage structures in 

prefix adder to compute the addition of three 

binary input operands such as bit-addition 

logic, base logic, PG (propagate and 

generate) logic and sum logic. Hence, we 

can modify the PG (propagate and generate) 

and replace with other carry propagation 

stages to generate the sum value. By 

modifying these designs, we get 

improvement in the parameters like area and 

delay. 
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