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ABSTRACT 

Currently, there is a growing proliferation of Internet of Things (IoT) devices being connected to 

networks. As technology progresses, the risks associated with security breaches and cyberattacks, such 

as botnets, are also developing rapidly, with a heightened potential for severe attacks. The IoT-based 

botnet assault is more prevalent, exhibiting rapid propagation and causing more significant 

repercussions compared to other types of attacks. Recently, numerous studies have been carried out to 

identify and prevent these types of attacks through innovative methods. Therefore, numerous pertinent 

models, methodologies, and so on have been presented in recent years, with a considerable number of 

works reported in the research field.  Numerous studies are endeavoring to safeguard the IoT ecosystem 

from botnet attacks. Nevertheless, there are numerous existing loopholes that need to be addressed in 

order to produce a highly efficient detection technique.  These assaults impede the progress of IoT by 

causing disruptions in the networks and services that support IoT devices. Several recent research have 

suggested the use of machine learning (ML) and deep learning (DL) methods to identify and categorize 

botnet assaults in IoT setting. This study presents machine learning techniques for the classification of 

binary classes, specifically Benign or TCP assault. A comprehensive machine learning pipeline is 

suggested, encompassing exploratory data analysis to get in-depth understanding of the data, followed 

by preprocessing. Throughout this procedure, the data undergoes multiple key stages. Four machine 

learning models, namely random forest, k-nearest neighbour, support vector machines, and logistic 

regression, are suggested, trained, assessed, and evaluated using the dataset. Furthermore, apart from 

model accuracy, F1-score, recall, and precision are also taken into account. 

Keywords: Internet of things, IoT security, Botnet attacks, TCP attack, Ensemble learning. 

1.INTRODUCTION 

The general idea of the Internet of Things (IoT) is to allow for communication between human-to-thing 

or thing-to-thing(s). Things denote sensors or devices, whilst human or an object is an entity that can 

request or deliver a service [1]. The interconnection amongst the entities is always complex. IoT is 

broadly acceptable and implemented in various domains, such as healthcare, smart home, and 

agriculture. However, IoT has a resource constraint and heterogeneous environments, such as low 

computational power and memory. These constraints create problems in providing and implementing a 

security solution in IoT devices. These constraints further escalate the existing challenges for IoT 

environment. Therefore, various kinds of attacks are possible due to the vulnerability of IoT devices. 

IoT-based botnet attack is one of the most popular, spreads faster and create more impact than other 

attacks. In recent years, several works have been conducted to detect and avoid this kind of attacks [2]–

[3] by using novel approaches. Hence, a plethora of relevant of relevant models, methods, and etc. have 

been introduced over the past few years, with quite a reasonable number of studies reported in the 

research domain. 

Many studies are trying to protect against these botnet attacks on the IoT environment. However, there 

are many gaps still existing to develop an effective detection mechanism. An intrusion detection system 
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(IDS) is one of the efficient ways to deal with attacks. However, the traditional IDSs are often not able 

to be deployed for the IoT environments due to the resource constraint problem of these devices. The 

complex cryptographic mechanisms cannot be embedded in many IoT devices either for the same 

reason. There are mainly two kinds of IDSs: the anomaly and misuse approaches. The misuse-based, 

also called the signature-based, approach, is based on the attacks’ signatures, and they can also be found 

in most public IDSs, specifically Suricata [4]. Formally, the attacker can easily circumvent the 

signature-based approaches, and these mechanisms cannot guarantee to detect the unknown attacks and 

the variances of known attacks. The anomaly-based systems are based on normal data and can support 

to identify the unknown attacks. However, the different nature of IoT devices is being faced with the 

difficulty of collecting common normal data. The machine learning-based detection can guarantee 

detection of not only the known attacks and their variances. Therefore, we proposed a machine learning-

based botnet attack detection architecture. We also adopted a feature selection method to reduce the 

demand for processing resources for performing the detection system on resource constraint devices. 

The experiment results indicate that the detection accuracy of our proposed system is high enough to 

detect the botnet attacks. Moreover, it can support the extension for detecting the new distinct kinds of 

attacks. 

2. LITERATURE SURVEY 

Soe et al. [5] adopted a lightweight detection system with a high performance. The overall detection 

performance achieves around 99% for the botnet attack detection using three different ML algorithms, 

including artificial neural network (ANN), J48 decision tree, and Naïve Bayes. The experiment result 

indicated that the proposed architecture can effectively detect botnet-based attacks, and also can be 

extended with corresponding sub-engines for new kinds of attacks. 

Ali et al. [6] outlined the existing proposed contributions, datasets utilised, network forensic methods 

utilised and research focus of the primary selected studies. The demographic characteristics of primary 

studies were also outlined. The result of this review revealed that research in this domain is gaining 

momentum, particularly in the last 3 years (2018-2020). Nine key contributions were also identified, 

with Evaluation, System, and Model being the most conducted. 

Irfan et al. [7] classified the incoming data in the IoT, contain a malware or not. In this research, this 

work under sample the dataset because the datasets contain imbalance class. After that, this work 

classified the sample using Random Forest. This work used Naive Bayes, K-Nearest Neighbor and 

Decision Tree too as a comparison. The dataset that has been used in this research are from UCI Machine 

Learning Depository's Website. The dataset showed the data traffic from the IoT Device in a normal 

condition and attacked by Mirai or Bashlite. 

Shah et al. [8] presented a concept called ‘login puzzle’ to prevent capture of IoT devices in a large 

scale. Login puzzle is a variant of client puzzle, which presented a puzzle to the remote device during 

the login process to prevent unrestricted log-in attempts. Login puzzle is a set of multiple mini puzzles 

with a variable complexity, which the remote device is required to solve before logging into any IoT 

device. Every unsuccessful log-in attempt increases the complexity of solving the login puzzle for the 

next attempt. This paper introduced a novel mechanism to change the complexity of puzzle after every 

unsuccessful login attempt. If each IoT device had used login puzzle, Mirai attack would have required 

almost two months to acquire devices, while it acquired them in 20 h. 

Tzagkarakis et al. [9] presented an IoT botnet attack detection method based on a sparsity representation 

framework using a reconstruction error thresholding rule for identifying malicious network traffic at 

the IoT edge coming from compromised IoT devices. The botnet attack detection is performed based 

on small-sized benign IoT network traffic data, and thus we have no prior knowledge about malicious 
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IoT traffic data. We present our results on a real IoT-based network dataset and show the efficacy of 

proposed technique against a reconstruction error-based autoencoder approach. 

Meidan et al. [10] proposed a novel network-based anomaly detection method for the IoT called N-

BaIoT that extracts behavior snapshots of the network and uses deep autoencoders to detect anomalous 

network traffic from compromised IoT devices. To evaluate the method, this work infected nine 

commercial IoT devices in our lab with two widely known IoT-based botnets, Mirai and BASHLITE. 

The evaluation results demonstrated the proposed methods ability to detect the attacks accurately and 

instantly as they were being launched from the compromised IoT devices that were part of a botnet. 

Popoola et al. [11] proposed the federated DL (FDL) method for zero-day botnet attack detection to 

avoid data privacy leakage in IoT-edge devices. In this method, an optimal deep neural network (DNN) 

architecture is employed for network traffic classification. A model parameter server remotely 

coordinates the independent training of the DNN models in multiple IoT-edge devices, while the 

federated averaging (FedAvg) algorithm is used to aggregate local model updates. A global DNN model 

is produced after several communication rounds between the model parameter server and the IoT-edge 

devices. The zero-day botnet attack scenarios in IoT-edge devices are simulated with the Bot-IoT and 

N-BaIoT data sets. 

Hussain et al. [12] produced a generic scanning and DDoS attack dataset by generating 33 types of 

scans and 60 types of DDoS attacks. In addition, this work partially integrated the scan and DDoS attack 

samples from three publicly available datasets for maximum attack coverage to better train the machine 

learning algorithms. Afterwards, this work proposed a two-fold machine learning approach to prevent 

and detect IoT botnet attacks. In the first fold, this work trained a state-of-the-art deep learning model, 

i.e., ResNet-18 to detect the scanning activity in the premature attack stage to prevent IoT botnet attacks. 

While, in the second fold, this work trained another ResNet-18 model for DDoS attack identification to 

detect IoT botnet attacks. 

3. PROPOSED SYSTEM 

The main goal of this project is to develop a machine learning-based system capable of identifying 

botnet attacks within IoT device data. Botnets are networks of compromised devices controlled by 

malicious actors, and detecting their activities is crucial for network security. 

 

Fig. 1: Block diagram of proposed system. 

Confusion Matrix: A confusion matrix is created for each model to visualize its performance. Confusion 

matrices show true positives, true negatives, false positives, and false negatives, helping to understand 

the model's ability to classify benign and malicious data points. 
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Pre-processing 

Data pre-processing is a process of preparing the raw data and making it suitable for a machine learning 

model. It is the first and crucial step while creating a machine learning model. When creating a project, 

it is not always a case that we come across the clean and formatted data. And while doing any operation 

with data, it is mandatory to clean it and put in a formatted way. So, for this, we use data pre-processing 

task. Complex problem and to improve the performance of the model. As the name suggests, "Random 

Forest is a classifier that contains a number of decision trees on various subsets of the given dataset and 

takes the average to improve the predictive accuracy of that dataset." Instead of relying on one decision 

tree, the random forest takes the prediction from each tree and based on the majority votes of 

predictions, and it predicts the final output. The greater number of trees in the forest leads to higher 

accuracy and prevents the problem of overfitting. 

 

Fig. 2: Random Forest algorithm. 

Random Forest algorithm 

Step 1: In Random Forest n number of random records are taken from the data set having k number of 

records. 

Step 2: Individual decision trees are constructed for each sample. 

Step 3: Each decision tree will generate an output. 

Step 4: Final output is considered based on Majority Voting or Averaging for Classification and 

regression respectively. 

Assumptions for Random Forest 

Since the random forest combines multiple trees to predict the class of the dataset, it is possible that 

some decision trees may predict the correct output, while others may not. But together, all the trees 

predict the correct output. Therefore, below are two assumptions for a better Random forest classifier: 

• There should be some actual values in the feature variable of the dataset so that the classifier 

can predict accurate results rather than a guessed result. 

• The predictions from each tree must have very low correlations. 
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Below are some points that explain why we should use the Random Forest algorithm 

• It takes less training time as compared to other algorithms. 

• It predicts output with high accuracy, even for the large dataset it runs efficiently. 

• It can also maintain accuracy when a large proportion of data is missing. 

Boosting– It combines weak learners into strong learners by creating sequential models such that the 

final model has the highest accuracy. For example, ADA BOOST, XG BOOST. 

4. RESULTS AND DISCUSSION 

Implementation description 

This project implements an ensemble model to detect botnet attacks from IoT device data. It loads and 

combines benign and malicious IoT device data and prepares the data by adding labels and normalizing 

it then splits the data into training and testing sets. Afterwards, it defines, and trains four machine 

learning models and evaluates the models using accuracy scores, classification reports, and confusion 

matrices. Here is the step-by-step explanation: 

1. Importing Libraries: It starts by importing necessary Python libraries, including pandas, numpy, 

matplotlib, vpython, and various machine learning libraries from scikit-learn (e.g., LogisticRegression, 

SVC, RandomForestClassifier, KNeighborsClassifier). 

2. Loading Datasets 

⎯ Two datasets are loaded: "benign_traffic.csv" (non-malicious IoT device data) and "junk.csv" 

(malicious IoT device data). 

⎯ The data from these CSV files is read into Pandas DataFrames. 

⎯ The first few rows of both datasets are displayed. 

3. Dataset Description: Descriptive statistics (e.g., mean, standard deviation) are displayed for both 

datasets to provide an overview of the data. 

4. Adding Labels: A binary label is added to both datasets. Non-malicious data is labeled as 0, and 

malicious data is labeled as 1. 

5. Combining Datasets: The two datasets are concatenated into a single dataset called "dataset" by 

stacking them vertically. 

6. Splitting Input and Output 

⎯ The "output" column is extracted as the target variable (y or output), and the rest of the columns 

are considered as input features (X or Input). 

⎯ The shapes of the output and input are displayed. 

7. Preprocessing 

⎯ The output array is flattened using NumPy. 

⎯ Z-score normalization is applied to the entire dataset, standardizing the features to have a mean 

of 0 and a standard deviation of 1. 

8. Splitting the Dataset 

⎯ The dataset is split into training and testing sets in an 80-20 ratio using the train_test_split 

function from scikit-learn. 

⎯ The number of samples in the training and testing sets is displayed. 

10. Model Training and Prediction 
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⎯ A function named train_predict is defined to train a given model and make predictions on the 

test set. 

⎯ Each of the four models is trained on the training data, and predictions are made on the test 

data. 

⎯ The accuracy score and classification report (including precision, recall, F1-score, etc.) are 

printed for each model. 

Dataset description 

The dataset is a collection of features extracted from a network traffic stream, with various statistics 

calculated over different time frames. Each feature is related to a specific type of stream aggregation 

and time frame. Let's break down the attribute information and the dataset: 

Stream Aggregation: 

⎯ H: Stats summarizing the recent traffic from this packet's host (IP) 

⎯ MI: Stats summarizing the recent traffic from this packet's host (IP + MAC) 

⎯ HH: Stats summarizing the recent traffic going from this packet's host (IP) to the packet's 

destination host. 

⎯ HH_jit: Stats summarizing the jitter of the traffic going from this packet's host (IP) to the 

packet's destination host. 

⎯ HpHp: Stats summarizing the recent traffic going from this packet's host+port (IP) to the 

packet's destination host+port. 

Statistics Extracted: 

For each combination of stream aggregation, time frame, and statistic, the dataset contains the following 

features: 

⎯ weight: The weight of the stream, which can be viewed as the number of items observed in 

recent history. 

⎯ mean: The mean of the stream's values. 

⎯ std: The standard deviation of the stream's values. 

⎯ radius: The root squared sum of the two streams' variances. 

⎯ magnitude: The root squared sum of the two streams' means. 

⎯ cov: An approximated covariance between two streams. 

⎯ pcc: An approximated correlation coefficient between two streams. 

The dataset itself consists of multiple columns, each corresponding to a specific combination of stream 

aggregation, time frame, and statistic. The naming convention follows this pattern: 

<Stream_Aggregation>_<Time_Frame>_<Statistic> 

For example, one column is named MI_dir_L5_weight, which indicates the weight of the stream 

aggregated by source MAC-IP with a decay factor capturing recent history up to 5-time units. 

In this dataset, each row likely represents a sample or instance of network traffic, and the values in the 

columns represent the calculated statistics for various combinations of stream aggregation, time frame, 

and statistic. 

Results description 

Figure 3 shows a visual representation of data collected from Internet of Things (IoT) devices that are 

operating normally and not exhibiting any malicious behavior. It displays various features or attributes 

of the data points collected from these devices, such as network traffic patterns, communication 
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protocols, and other relevant parameters. Each data point in this figure represents a non-malicious 

activity. Figure 4 illustrates the data collected from IoT devices that are exhibiting malicious or 

abnormal behavior. The visual representation highlights the anomalies or suspicious patterns in the data 

that indicate potential attacks or unauthorized activities. Each data point in this figure represents a 

malicious activity. 

 

 

 

Figure 3: Illustration of sample non-malicious dataset obtained from IoT device. 

 

 

Figure 4: Illustration of sample malicious dataset obtained from IoT device. 
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Figure 5 demonstrate the obtained confusion matrices using various ML models. Confusion matrices 

are used to assess the performance of classification algorithms. Each matrix shows the number of true 

positives, true negatives, false positives, and false negatives for a given model's predictions. By 

comparing these matrices, we can evaluate which model is performing better in terms of correctly 

identifying normal and malicious activities. 

 

 

 

 

Figure 6: Confusion matrices obtained using various ML models. 
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Table 1. Performance comparison of various ML models for predicting the botnet attack in IoT device 

data. 

Model/Metric LR model SVM classifier RF model KNN classifier 

Accuracy (%) 100 99.98 100 99.99 

Precision (%) 100 100 100 100 

Recall (%) 100 100 100 100 

F1-score (%) 100 100 100 100 

 

Table 1 presents a comprehensive performance comparison of different machine learning (ML) models 

employed for the prediction of botnet attacks in data obtained from IoT devices. The table showcases 

four ML models: LR model, SVM classifier, RF model, and KNN classifier. The metrics assessed for 

each model include Accuracy, Precision, Recall, and F1-score. 

The LR model achieved exceptional results across all metrics. It displayed a remarkable accuracy rate 

of 100%, indicating that it accurately classified all instances, both botnet attacks and benign activities. 

This suggests that the LR model has a comprehensive understanding of the underlying patterns in the 

data, enabling it to make precise predictions. Additionally, the LR model demonstrated 100% precision, 

recall, and F1-score. This implies that the model not only made accurate positive predictions (precision) 

but also correctly identified all true positive instances (recall), leading to a harmonic balance between 

precision and recall, as represented by the F1-score. The SVM classifier performed impressively as 

well, with an accuracy of 99.98%. This indicates that the model almost perfectly classified instances 

into their respective categories. Similar to the LR model, the SVM classifier attained 100% precision, 

recall, and F1-score, signifying its strong capability to make accurate predictions and correctly identify 

botnet attacks. The RF model achieved a perfect accuracy of 100%, matching the performance of the 

LR model. This suggests that the RF model was able to effectively capture the complexities and 

variations in the data. The precision, recall, and F1-score also reached 100%, indicating consistent and 

reliable performance across these evaluation metrics. The KNN classifier, while slightly behind the 

other models in terms of accuracy with 99.99%, still demonstrated outstanding predictive capability. 

Like the other models, the KNN classifier achieved perfect precision, recall, and F1-score. This 

showcases the model's ability to make accurate and consistent predictions. 

Finally, Table 1 showcases the remarkable performance of all the evaluated ML models for predicting 

botnet attacks in IoT device data. Each model exhibited near-perfect accuracy, precision, recall, and F1-

score, implying their proficiency in accurately identifying both botnet attacks and benign activities. 

These findings suggest that the models are well-suited for detecting and preventing malicious activities 

within IoT networks, enhancing the overall security and reliability of IoT devices and systems. 

5. CONCLUSION 

Cyber-attacks involving botnets are multi-stage attacks and primarily occur in IoT environments; they 

begin with scanning activity and conclude with distributed denial of service (DDoS). Most existing 

studies concern detecting botnet attacks after IoT devices become compromised and start performing 

DDoS attacks. Furthermore, most machine learning-based botnet detection models are limited to a 

specific dataset on which they are trained. Consequently, these solutions do not perform well on other 

datasets due to the diversity of attack patterns. In this work, real traffic data is used for experimentation. 

EDA (Exploratory Data Analysis) is the statistical analysis phase through which the whole dataset is 

analyzed. The model will be able to be trained on a large data set in the future. ResNet50 and LSTM 
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models, deep learning models can also be used in run-time Botnet detection. Besides being integrated 

with front-end web applications, the research' model can also be used with back-end web applications. 
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